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ABSTRACT 

Consumers have shifted away from traditional transactions to online shopping as a 

result of the COVID-19 pandemic, digital social life, and staying at home. This significantly 

impacts the volume of transactions for several e-commerce platforms, including Shopee, which 

must continue improving customer satisfaction. One way to accomplish this is to improve the 

accuracy of the automatic category recommendation, which currently contains a significant 

number of errors made by the seller. Over the past few decades, object identification in images 

has evolved quickly. Achieving fast and accurate detection of fashion products in the e-

commerce environment is essential for selecting the right category. Nowadays, e-commerce 

sites provide the purchase of both new and second-hand clothing. Therefore, when categorizing 

fashion clothing, it is essential to be able to categorize it precisely, regardless of the cluttered 

background. 

The Shopee Data Scraper was used to collect data, and two qualitative analyses, 

namely content and thematic analysis were used to determine how many instances of automatic 

category recommendation fraud were committed by the seller. This research also proposes the 

Fashion Category detector FC-YOLOv4 algorithm for the detection of multi-class fashion 

products and accessories categories. We present recently acquired tiny product images with 

various resolutions, sizes, and position datasets from the Shopee E-commerce (Thailand) 

website. We used the semi-supervised learning approach to reduce image labeling time, and the 
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number of resulting images is then increased through the use of brightness, mosaic, rotation, 

and CLAHE augmentation. 

According to the content analysis, there is a 29 percent error in product category 

selection. Meanwhile, 75.1 percent of products should be classified separately but are instead 

classified as 'others.' Following that, 72.7 percent of product titles contain the same words as 

existing categories. From this research, we analyzed the percentage of errors in the automatic 

category recommendation mechanism from the Shopee platform, which causes sellers to place 

their products in the wrong category so that they can be used as suggestions for improvement 

or further advance of research. And our FC-YOLOv4 approach results in reasonable Average 

Precision (AP), Mean Average Precision (mAP), True or False Positive (TP/ FP), Recall, 

Intersection over Union (IoU), and reliable object detection. According to experimental 

findings, our model increases the mAP by 0.07 percent and 40.2 percent increment compared 

to the original YOLOv4 and YOLOv3. Experimental findings from our FC-YOLOv4 model 

demonstrate that it can effectively provide accurate fashion category detection for properly 

captured and clutter images compared to the YOLOv4 and YOLOv3 models. Then, we utilized 

TensorFlow Lite to implement our FC-YOLOv4 model on the android platform. Then, we 

compared the detection findings of our FC-YOLOv4 Android software with those of the Shopee 

Thailand Seller Web Portal. 

 

Keywords: content analysis, thematic analysis, product categorization, semi-supervised 
learning, YOLOv4 
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CHAPTER 1 

INTRODUCTION 

 

The purpose of the thesis is to determine the percentage of mistakes in the 

automatic category suggestion mechanism that results in sellers placing their items in the 

incorrect category, particularly in clothes fashion, and accessories, and to detect and 

classify such types automatically in order to make it easy, accurate, and quick for sellers 

to submit their product, as well as to improve Shopee's seller recommendation system.  In 

this chapter, we discussed the background and statement of the problems, purpose of the 

study, research questions and hypothesis, research procedure, limitation and significance 

of our study, and outline. 

1.1 Background and Statement of the Problems 

The pandemic of Covid-19 has accelerated the development of E-commerce. 

Many buyers have been compelled to make purchases online due to the pandemic, as 

many retail outlets worldwide are either closed according to lockdown measures or have 

little capacity to maintain social separation. Most analysts and e-commerce companies 

believe that online purchasing will continue to rise gradually even after the pandemic 

ends. As a result, specialists are doing comprehensive studies to improve the quality of e-

commerce and keep existing clients while attracting new ones.  

Through their research, the more relevant information regarding a client's 

demand we can present during the search and suggestion process, the greater the level of 

customer satisfaction. Customer happiness is crucial to an e-commerce platform's success 

(Choshin & Ghaffari, 2017). Customer satisfaction is highly related to identifying products 

that meet each consumer's individual requirements. Prior to the pandemic, one of the keys 

to the success of e-commerce platforms was customer review ratings, but not after the 

outbreak (Agus, Yudoko, Mulyono, & Imaniya, 2021). We learned that product 

categorization plays a critical role in e-commerce and can directly impact other services 

such as product recommendation and search.  
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In the early days of E-commerce, product categorization was done manually, as 

integrating thousands of products daily would be prohibitively expensive and time-

consuming. Recent advances in machine learning (ML) have also been incorporated into 

innovative business applications and e-commerce administrations to enable them to 

reason about complex systems and provide better solutions. Image processing and 

computer vision heavily depend on object detection ability(Arulprakash & Aruldoss, 2021). 

Computer vision is a widely utilized technique in a variety of applications, including 

clothing detection (Z. Liu, Luo, Qiu, Wang, & Tang, 2016; Wu et al., 2021), clothes 

collocation [8]– [10], clothing attribution and category recognition (W. Wang, Xu, Shen, 

& Zhu, n.d.). Clothing is an inescapable requirement for improving personal looks in 

people's lives. This, of course, affects how vendors meet customer needs on e-commerce 

platforms. 

The diversity of the internet trade industry development allows users to 

determine which sites profited the most. Among the popular e-commerce platforms, 

Shopee Pte Ltd is one of the online marketplaces that link sellers and buyers of various 

products. Shopee is a multinational technology business headquartered in Singapore that 

specializes in e-commerce. The Shopee Seller Portal assists sellers by enabling them to 

simply register, administer, and promote their products and manage payment choices. To 

upload a product, the seller must complete the following fields: product name, product 

description, category, brand attribute, and additional attributes. Vendors can easily select 

their product's category, sub-category, and third-level category. Additionally, the system 

proposes the type that is most closely related to the phrase. Even though the system 

suggests a proper category for the products on the Shopee seller portal, sellers frequently 

make category mistakes, particularly with fashion products and accessories. Incorrect 

category selection can result in deceptive customer searches and recommendations, 

eroding customer trust. 

We choose the object of Shopee online buying and selling platform because it 

is among one of the leading marketplaces in the Southeast Asian region and has been a 

preferred shopping destination for the Southeast Asian population (David Tinambunan, 

2019). They provide various kinds of necessities ranging from home needs, office needs, 
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and baby needs to adult needs. The objective is to provide consumers with a list of desired 

products when they conduct a product search and to enhance the percentage of product 

purchases. In this study, we examined how many automatic category recommendation 

mechanisms included in the Shopee seller portal can help prevent seller fraud 

and determine which categories most vendors choose incorrectly.  And we'll propose a 

new object detection model called Fashion Category Detector FC-YOLOv4 object 

identification technology to recommend the product category automatically, supporting 

merchants in choosing the optimal pick. This is a necessary component of e-commerce 

business intelligence. 

1.2 Purpose of the Study 

The purpose of this research is to identify and classify clothing fashion and 

accessories. The main research contents include: 

1. Propose an analysis to compare and verify the correctness of a seller's 

picture and category selection on the Shopee website. 

2. Propose a recently acquired, tiny dataset from the Shopee E-commerce 

(Thailand) website with a total of 30,483 photographs. 

3. Propose an approach for automatically annotating image data to reduce 

manual labelling time and increase object detection accuracy. 

4. Propose an accurate image-based classification model based on FC-

YOLOv4 capable of classifying Shopee Thailand product images into 

categories and identifying their types. 

5. Propose the Android deployment strategy with FC-YOLOv4 and the open-

source TensorFlow Lite framework. 

1.3 Research Questions and Hypothesis 

Several experiments will be carried out to answer the following questions:   

1. How to assemble the seller's most misleading categories? 

2. How to decrease the amount of time necessary for hand annotation of 

images used in object detection? 
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3. How to configure the seller portal's category recommendation system to 

select a product category automatically based on product images? 

4. How can the proposed Fashion categories prediction FC-YOLOv4 model be 

implemented in mobile devices? 

1.4 Research Procedures 

The following procedures are used to categorize apparel goods in this study. 

1. We apply the Shopee Data Scraper (Data Sunday) tool to extract product 

data from the Women's Clothes category on the Shopee website 

(www.shopee.co.th). 

2. We apply Content Analysis and Thematic Analysis to determine the seller's 

most erroneous category selections. 

3. We acquire a new product image dataset from Shopee and Google Image for 

fashion category classification. 

4. We apply LabelImg to do image data labelling. 

5. We apply the semi-supervised learning approach for automatically 

annotating data to save manual tasks and increase the number of images by 

using image augmentation to improve object detection accuracy. 

6. We apply image data augmentation technology to expand the quantity and 

quality of the dataset. 

7. We enhance the number of short-circuiting and stacking to improve network 

performance and features.   

8. We apply an accurate image-based classification model utilizing FC-

YOLOv4 that can classify Shopee Thailand product images and identify 

their types. 

9. We employ the TensorFlow Lite framework for the FC-YOLOv4 model 

weights that have been pre-trained in order to create the category 

recommendation system in the mobile application system. 

10. We tested the models with unseen clutter background images. We compared 

our FC-YOLOv4 model to the YOLOv4 and YOLOv3 models in terms of 

detection time and accuracy to verify the applicability and high efficiency 
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of the proposed method in fashion category detection. We analyze the 

suggested FC-YOLOv4 model on mobile devices and compare its results to 

those of the Shopee Seller Portal Recommendation System to determine its 

efficacy.  

1.5 Limitations of the Study 

Due to the fixed time frame, some limitations must be imposed on this research 

to ensure that it is completed on time and is more focused.  

1. This work focuses exclusively on forecasting the product's category. 

2. This work focuses on predicting only the primary category; it does not 

attempt to forecast the hierarchical category tree. 

3. This work focuses exclusively on a dataset from Thailand's shopee.co.th for 

thematic and content analysis. Product categorization will be accomplished 

through the use of images from Shopee and Google Images. 

4. This work focuses primarily on the category under “Women's Clothes” and 

“Fashion Accessories” main categories. 

1.6 Significance of the Study 

When sellers add a product to the Shopee website, the process of categorizing 

the goods is typically a laborious and error-prone procedure. This technique is particularly 

fascinating since it enables merchants to be indexed automatically by the system with the 

use of an object detection algorithm and image data. The FC-YOLOv4 model was used 

to classify product photos provided by vendors to Shopee's e-commerce platform. This 

model is chosen because its accuracy is superior to that of other models. The FC-YOLOv4 

model that was trained on our proposed dataset was then deployed on mobile devices. 

The purpose of this study is to aid sellers in addressing the demands of their consumers 

and raising client demand. 

1.7 Outline 

The next chapter 2 will discuss the theoretical background of this study, with a 

particular emphasis on the discovery process and machine learning methodologies. 

Following a description of the methods used in Chapter 3, Chapter 4 will present 
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empirical data and the corresponding experimental results. Chapter 5 will explain the 

findings, conduct a critical analysis of the methodologies and methods used, and assess 

the data's validity and reliability. Finally, chapter 6 will review the study and provide a 

perspective for further research and development on this subject.  
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CHAPTER 2 

THEORIES AND LITERATURE REVIEW 

 

This chapter discusses the theories and literature review associated with the 

thesis to explain the specifics of the research on predicting the category of products on 

the Shopee e-commerce platform using data analysis and machine learning process 

methods. 

2.1 State of the Art 

Data scientists and software engineers in large numbers are experimenting with 

various methodologies for categorizing e-commerce platforms automatically. This is to 

minimize the possibility of sellers making an inappropriate selection. Shopee's customer 

experience dimensions and satisfaction were analyzed in order to establish a link between 

the two in Bandung. Customer satisfaction is excellent at 69.1%. Shopee should be able 

to improve display arrangements for purchasing goods by enhancing the appearance of 

Shopee's needs so that customers can easily find the product they are looking for and 

increase customer comfort and satisfaction (Happ, Scholl-Grissemann, Peters, & Schnitzer, 

2021). The impact of the business product category on consumer trust was researched 

regarding e-commerce in Malaysia. Apparel, computer and mobile gadgets, and electric 

and electronic equipment are the primary categories respondents placed their trust in 

when shopping online. 64.5 percent look for the best deal on selected items. And they 

provided an understanding of the consumer's belief in a product category before making 

a purchase (Mohd Dahlan, 2019). 

There are two current e-commerce category issues: First, the hierarchy is 

shallow; frequently, there are too many products in a single category, making it difficult 

for a consumer to browse them. Second, because the hierarchy is created manually, it is 

not easy to update it as new products are introduced (Hsieh, Wu, Chen, & Yang, 2017). A 

product may be associated with several categories, with tens of thousands of existing 

classes. The Novel Neural Product Categorization Model (NPC) is designed to produce 

new product categories based on the contents of the products. When a consumer conducts 
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a category search, they may click on the most suitable products inside that category. This 

indicates that frequently clicked products are more likely to fall under the category of 

inquiring (L. Tan, Li, & Kok, 2020). 

Automated product classification in e-commerce using images greatly 

influences the retail business and is perhaps the most sophisticated application of 

computer vision. With the advancement of machine learning, several studies have been 

enhanced, and deep learning technology is now widely employed in the fashion and 

apparel industries. One of these studies is (Kim et al., 2021), a novel model appropriate for low-

power devices that use a single-stage detector to recognize numerous garments in photos, utilizing 

the DeepFashion2 dataset, which has over 200,000 fashion photos annotated in 13 different 

classes. Compound scaling is used to scale a backbone feature network that trains input features 

at various resolutions. It is efficient due to its small number of parameters and cheap computing 

cost. They minimized the difficulties of single-stage detectors by utilizing the focused loss 

proposed by RetinaNet. They suggested a technique for multiple-clothing identification and 

estimating fashion landmarks as an adaption of EfficientDet. Without image preparation, the 

recommended approach is quick and accurate, and they obtained a bounding box detection 

accuracy of 0.686 mAP with an inference time of 42 milliseconds. It is extremely inefficient in 

terms of inference time and resource utilization. This could limit the application of fashion image 

analysis in real-life situations. 

Furthermore, YOLOv4-TPD (YOLOv4 Two-Phase Identification) (Lee & Lin, 2021), 

a two-phase fashion garment recognition system based on the YOLOv4 algorithm, is also 

available. They utilized the Clothing Co-Parsing (CCP) dataset containing 2,098 high-resolution 

street photographs of fashion clothes. The model detection target categories included the jacket, 

the top, the bottoms, the skirt, and the bag. They suggested a two-phase transfer learning object 

detection model for detecting fashion apparel photographs with complicated backgrounds. The 

experimental results demonstrated that adopting two-phase transfer learning and the CLAHE 

image enhancement method can enhance model detection precision. They achieved the accuracy 

of 96.01% of mAP with 15.6333 milli-seconds detection time. This research is more relevant to 

others regarding detection time and precision. However, the CCP dataset only contains high-

resolution photos with no overlapping or occluded items. The selected categories are also simple 

to identify due to their distinct patterns. This model is unsuitable for clothing with many styles 

captured by multiple suppliers. 
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A new system was proposed by incorporating the following properties into the 

standard item-based collaborative filtering method (K-RecSys) (Hwangbo, Kim, & Cha, 

2018). The company's online and physical locations sell the same stuff. Second, fashion 

items are often seasonal, meaning that overall buyer preferences vary by season. Finally, 

the buyer usually acquires a product to replace a previously favored item or complement 

a previously purchased item. Another technique combining deep learning and image 

processing was used to detect and categorize Adidas AG(TM) apparel logos, stripes, 

colors, and other properties (Donati, Iotti, Mordonini, & Prati, 2019). Taking a previously 

trained learning model and retraining it on new data is referred to as fine-tuning. They 

utilized VGG19 to fine-tune the precision to its utmost value. As a consequence, they 

developed a revolutionary image recognition and feature extraction system that is very 

accurate at classifying images and is trustworthy and robust enough to be employed by a 

firm like Adidas.  

When detecting fashion image categories, there are numerous categories that 

have similar patterns such as dress and skirt categories. Researchers are proposed in order 

to differentiate object-to-object detection in the previous research (Bossard et al., n.d.-a; H. 

Chen, Gallagher, & Girod, n.d.; N. Li, Cheng, & Zhang, 2022; Zhou, Qi, Wang, Shen, & Zhu, 

2022; Zhou, Wang, Liu, Yang, & Gool, n.d.). To extract suitable and efficient adjacent 

objects in fashion detection,(M. Chen, Qin, Qi, & Sun, n.d.) suggested the Dual Attention 

Feature Enhancement (DAFE) module. Long-range modeling interactions between 

channels highlight task-related characteristics and improve pixel-level information. 

(Bossard et al., n.d.-b) suggested a method for detecting upper-body garments and 

classifying them according to distinct attributes for each observed garment. They 

developed 15 clothing classes for evaluation and presented an 80,000-image benchmark 

data set for the clothing classification job. Their classifier outperformed an SVM baseline 

on challenging benchmark data with 41.38 percent versus 35.07 percent average 

accuracy. 

Moreover, to facilitate categorization (Oyewole & Olugbara, 2018) offered an 

upgraded color image-based product classification architecture for the e-commerce 

business that comprises a median filter, a newly built Eigen Colour feature (cHOG-ECF 
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and cULBP-ECF), and an ensemble of artificial neural networks for product 

categorization. A novel technique for multi-class garment detection is proposed that 

adapts 3-level Spatial pyramid pooling (SPP), a multi-scale visual feature extractor, to 

enable faster and more accurate apparel recognition and classification utilizing a single-

stage deep transfer learning model (SS-DTLM) (Kumar Addagarla, 2022). Additionally, 

this article highlighted the recognized image's distinct color spaces utilizing the SS-

DTLM technique and the K-Means clustering algorithm. In addition to the several studies 

above, there are YOLO algorithms that several researchers use to detect fashion and 

apparel products. 

2.2 Growth of E-commerce 

E-commerce generally refers to the purchasing and selling of goods and services 

electronically using internet-based media. Additionally, E-commerce can be defined as a 

business activity that utilizes electronic technology to connect businesses, consumers, and 

the general public through electronic transactions and the electronic exchange or sale of 

goods, services, and information(Boysen, de Koster, & Weidinger, 2019). Shopee is one of 

the most widely used e-commerce platforms in Southeast Asia. Therefore, in this study, 

an analysis of this e-commerce will be carried out. 

The exciting opportunity presented by Internet technology has stimulated the 

growth of online e-commerce platforms that specialize in fashion, music, food, 

electronics, and travel. Nowadays, E-commerce is widely regarded as the most 

convenient method of purchasing, as it enables us to limit virus spread and maintain a 

safe and comfortable environment. The increase and spread of COVID-19 have resulted 

in a global pandemic, estimated by the World Health Organization, with 5 million cases 

since May 2020 (Ranjan, Misra, & Yadav, n.d.). Online e-commerce platforms have 

stimulated strong competition among e-commerce businesses as they compete for new 

customers (Chaparro-Peláez, Hernández-García, & Urueña-López, 2015). Additionally, 

researchers conduct research to ensure that customers' trust is fully realized. There are 

several significant issues associated with e-commerce, the majority of which are faced by 

customers. These issues include security and quality, but we have not yet achieved an 
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ideal world of secure transactions, owing to everyone's access to the internet (Sharma, 

2020). 

E-commerce is expected to become a new growth engine for developing 

countries if adoption barriers are removed (Lawrence & Tar, 2010). It is critical to ensure 

that such barriers are kept to a minimum for small and medium-sized businesses (SMEs) 

(Amornkitvikai & Lee, 2020). E-commerce businesses are classified into four categories: 

Business-to-Business (B2B), Business-to-Consumer (B2C), Consumer-to-Consumer 

(C2C), and Consumer-to-Business (C2B), as shown in Figure 2.1, based on their target 

customer, available resources, and seller and customer capabilities (Malhotra, 2021). And 

at the moment, academics are working to increase the quality of all sorts of e-commerce. 

In this thesis, we present data from the Shopee (Thailand) website and examine it 

qualitatively. The acquired qualitative data were primarily used for content analysis and 

thematic analysis. 

 

Figure 2. 1 Four Types of E-commerce 

2.3 Data Collection Methods 

The term "data" refers to a collection of facts, statistics, objects, symbols, and 

events culled from a variety of sources. Organizations gather data in order to make more 

informed judgments. Without data, organizations would struggle to make sound 

decisions, which is why data is collected at various points in time from a variety of 

audiences. While data is a significant asset to any company, it is useless unless analyzed 

or processed to get the intended outcomes. There are two sorts of data collecting methods: 

primary data collection methods and secondary data collection methods.  
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Primary data is gathered through first-hand experience and has not been used 

previously. The data acquired through preliminary data-gathering methods are accurate 

and specific to the research's purpose. Secondary data is data that has previously been 

used. The researcher might collect data from both internal and external sources within the 

organization. Secondary data gathering approaches, like primary data collection, can 

include both quantitative and qualitative methodologies. Secondary data is more readily 

available and thus less time-consuming and costly to obtain than preliminary data. 

However, the authenticity of the data acquired via secondary data collection methods 

cannot be validated.  

The primary data-gathering approach will be used in this study. Methods for 

collecting preliminary data can be classified into three categories: quantitative, 

qualitative, and mixed approaches of two ways. When it comes to data collection and 

analysis, quantitative research focuses on numbers and figures, whereas qualitative 

research focuses on words and meanings. Both are critical for acquiring various types of 

knowledge. 

The use of numbers and graphs characterizes quantitative research. It is used to 

verify or disprove theories and hypotheses. This research form can be used to establish a 

topic's generalizable facts. When a researcher is expected to quantify a problem or address 

the "what" or "how many" parts of a research subject, quantitative data are used. It is data 

that can either be counted or compared on a numeric scale. Experiments, observations 

recorded as numbers, and surveys with closed-ended questions are all examples of 

common quantitative procedures. 

Qualitative research is verbal in nature. It is utilized to comprehend concepts, 

ideas, and experiences. This form of study enables us to gain in-depth insights into poorly 

understood subjects. It is gathered through questionnaires, interviews, and observation 

and frequently takes the form of narratives.  

Mixed methods research uses quantitative and qualitative methodologies to 

address a research subject. Due to the fact that mixed methods studies incorporate the 

advantages of both quantitative and qualitative research, they can provide a more 



23 
 

complete picture than a standalone quantitative or qualitative study. Mixed methods 

research is frequently employed in the behavioral, health, and social sciences, particularly 

in multidisciplinary settings and detailed situational or societal studies. 

2.3.1 Qualitative Analysis Approaches 

Qualitative research is frequently used to assist a researcher in developing a rich 

and nuanced understanding of a particular phenomenon (Lester, Cho, & Lochmiller, 2020). 

Several methods are available to analyze qualitative data. The most commonly used data 

analysis methods are shown in Figure 2.2. 

 

Figure 2. 2 Six Most Common Qualitative Data Analysis 

2.3.2 Qualitative Content Analysis 

The origins of content analysis date all the way back to the 1950s study of mass 

communication; Berelson published the first textbook on the subject in 1952 (International 

JOurnal of Sales, Retailing & Marketing, n.d.). Content analysis is a type of qualitative data 

analysis technique used to determine the presence of specific words, themes, or concepts 

in qualitative data (a set of text, spoken, or visual). Content analysis enables researchers 

to quantify and analyze the presence, meaning, and relationship of particular words, 

themes, or concepts (Erlingsson & Brysiewicz, 2017). The purpose of this study is to 

compare and validate the accuracy of the seller's image and category selections on the 

Shopee application. 
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2.3.3 Qualitative Thematic Analysis 

Thematic analysis is a type of qualitative data analysis that entails poring over 

large data sets (such as transcripts of in-depth interviews or focus groups) and identifying 

meaningful patterns. Thematic analysis is extensively used in psychology, tourism, social 

media, and marketing (Erlingsson & Brysiewicz, 2017). This study employed thematic 

analysis to validate product titles that included category names. Thematic analysis was 

used in this study to verify product titles that contained category names. This analysis 

was conducted on the category 'others.' 

2.4 Machine Learning 

Due to recent technological advancements in the digital world, the new and most 

modern E-Commerce sites are leveraging the next generation of Artificial Intelligence 

(AI) with its sub-components Machine Learning (ML) and Deep Learning (DL) and their 

technical integrations into most modern E-Commerce sites. Machine Learning is a subset 

of AI. Machine learning is a term that refers to the process of learning from prior 

experience in order to improve future performance. Figure 2.3 represents the relationship 

between deep learning, machine learning and artificial intelligence at work. Tom Mitchell 

offers a modern definition: "A computer program is said to learn from experience E with 

respect to some class of tasks T and performance measure P if its performance at tasks in 

T, as measured by P, improves as a result of experience E." (Mitchell, 1997). 

 

Figure 2. 3 Artificial Intelligence, Machine Learning, and Deep Learning at work 
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In general, there are three types of machine learning.  

 Supervised learning: The machine learning algorithm is trained on 

labeled data. While accurate data labeling is required for this method to 

work, supervised learning is extremely powerful when used 

appropriately. In supervised learning, the labels enable the algorithm to 

determine the precise nature of any relationship between two data points. 

 Unsupervised learning: The advantage of unsupervised machine 

learning is that it can be used with unlabelled data. This eliminates the 

need for human labor to make the dataset machine-readable, allowing 

the program to work with much larger datasets.  

 Semi-supervised learning: Semi-supervised learning is a subset of 

machine learning in which models are trained using a small amount of 

labeled data and a large amount of unlabelled data. This approach to 

machine learning combines supervised and unsupervised learning. 

Supervised learning makes use of labeled training data; unsupervised 

learning makes use of unlabelled training data. 

 Reinforcement learning: Reinforcement learning is directly inspired by 

how humans learn from data in their daily lives. It incorporates an 

algorithm that self-improves and learns from new situations via a trial-

and-error approach. 

2.5 Deep Learning 

Deep learning is a subclass of machine learning that comprises neural networks 

with three or more layers. These neural networks seek to mimic the activity of the human 

brain, allowing them to "learn" from vast quantities of data. Despite the fact that a neural 

network with a single hidden layer can still produce approximations, multiple hidden 

layers can help to improve and enhance the network for precision. Deep learning drives 

many artificial intelligence (AI) applications and services that strengthen automation by 

executing analytical and physical activities without human intervention. Models of 

machine learning and deep learning models are also capable of several types of learning, 
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typically characterized as supervised learning, unsupervised learning, and reinforcement 

learning. 

Multiple layers of interconnected nodes modify and optimize the prediction or 

categorization in deep neural networks. This succession of computations is referred to as 

forward propagation. Visible layers are the input and output layers of a deep neural 

network. The input layer is where the deep learning model receives data for processing, 

whereas the output layer is where the final prediction or classification is formed. 

Backpropagation alters the weights and biases of the function by traveling backward 

through the layers in an effort to train the model using methods such as gradient descent 

to quantify errors in predictions. Forward propagation and backpropagation enable a 

neural network to generate predictions and adjust for errors. The algorithm's precision 

continually improves over time. 

However, deep learning algorithms are highly sophisticated, and there are a 

variety of neural network designs to solve particular challenges or datasets. Utilized 

primarily in computer vision and image classification applications, convolutional neural 

networks (CNNs) can recognize characteristics and patterns within an image, enabling 

tasks such as object detection or recognition. In 2015, CNN defeated a human in an object 

identification competition for the first time. Recurrent neural networks (RNNs) are often 

utilized in natural language and speech recognition applications using sequential or time-

series data. 

Object detection is a deep learning method where humans, things, and cars can 

be detected as objects in images and videos. It detects the object with bounding boxes in 

the image. The difference between object detection algorithms and classification 

algorithms is that in detection algorithms, we try to draw a bounding box around the 

object of interest to locate it within the image. There could be many bounding boxes 

representing different objects of interest within an image. The main reason why a standard 

convolutional network cannot solve this problem is that the length of the output layer is 

variable.  
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Deep learning object detectors are classified into two types: detectors with one 

and two stages. Then, two stages are required to complete the two-stage object detection 

process. Two-stage detectors can be separated into two phases by the RoI (Region of 

Interest) pooling layer (Jiao et al., 2019). The R-CNN series are representative networks 

based on candidate regions (Fu et al., 2020). R-CNN(Girshick, Donahue, Darrell, & Malik, 

2014), Fast R-CNN(Girshick, 2015), Faster R-CNN(Ren, He, Girshick, & Sun, 2017) and 

Mask R-CNN(He, Gkioxari, Dollar, & Girshick, 2017) are all two-stage detectors. For 

instance, the best-known, Faster R-CNN(Ren et al., 2017) begins with a step called RPN, 

which stands for Region Proposal Network, which is used to locate the potential bounding 

boxes. In the second step, features are extracted from each bounding box using an RoI 

pooling procedure for the classification and bounding box regression tasks. As a 

preliminary phase, proposals and regional classification are made (Lohia -Guise, n.d.) 

Fast/Faster RCNN (two-stage detector) is preferable for immediate information access 

since the bounding box, and object class estimation processes are carried out in tandem 

(Fujii & Kawamoto, 2021).  

The purpose of this study is to detect and categorize fashion trends. This article 

makes three significant contributions: In contrast to previous approaches, deep learning 

enables us to extract features from low to high-level images. The deep learning image 

features are more representative than the handmade features. As a result, the researchers 

eventually shifted their focus to DCNNs. Object detection aims to identify distinct item 

categories and precisely locate category-specific objects using bounding boxes. During 

the last two decades, it has been widely accepted that developments around object 

detection occurred in two distinct historical periods. There was traditional object 

detection prior to 2014 and deep learning-based object detection following 2014 (Y. Xiao 

et al., 2020). 

Due to the processing cost of region proposal approaches and their 

incompatibility with smartphones and other wearable sensors, numerous researchers have 

pioneered the development of single-stage detection pathways (Arulprakash & Aruldoss, 

2021). This is because single-stage detectors are faster in detecting speed and produce 

more reliable results in terms of accuracy in real-world scenarios. As a result, a single-
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stage detector is optimal for vast volumes of data, such as those seen in clothing fields. 

OverFeat (Sermanet et al., 2013), SSD(Leibe, Matas, Sebe, & Welling, 2016), RetinaNet 

(Lin, Goyal, Girshick, He, & Dollár, 2017), Cornernet (Law & Deng, 2018) and YOLO 

(Redmon, Divvala, Girshick, & Farhadi, 2015a), which are all one-stage detectors, have 

garnered attention for their speed of processing. Certain parameters, including 

localization, inference speed, and accuracy, must be carefully examined while designing 

and selecting one of these detectors. 

2.6 Convolutional Neural Network 

Convolutional Neural Network (CNN) is one of the most advanced areas in 

machine learning and image processing. The name is taken from the analogy of human 

nerves and how the human brain works from convolutional neural networks [15]. Its 

history dates back to the 1990s when LeCun et al. used a gradient-based machine learning 

algorithm on CNN, and they got successful outputs of classifying digits written by hand 

[16]. In deep learning, CNN is a class of artificial neural networks consisting of an input 

layer, many hidden layers, an output layer, and millions of parameters that can learn 

complex objects and patterns. The hidden layers include layers that perform convolutions. 

A detail of what CNN does is that we take the image, pass it through a series of 

convolutional layers with filters, pooling, and fully connected layers and get output by 

applying the SoftMax function to classify an object with values between 0 and 1. The 

result can be a single class or a probability of types.  

 Convolution is the first layer to extract features from an input image. 

Convolution preserves the relationship between pixels by learning image features using 

small squares of input data. The role of the Convolution Network is to reduce the images 

into a form that is easier to process without losing features critical for getting a good 

prediction. It is a mathematical operation that takes two inputs, such as an image matrix 

and a filter which is the element involved in carrying out the convolution operation in the 

first part of a convolutional layer. Convolution of an image with different filters can 

perform various functions such as edge detection, blur, and sharpening. 

The filter, kernel, or feature detector is the 3 x 3 matrix. The matrix formed by 

sliding the filter over the image and computing the dot product is called Convolved 
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Feature, Activation Map, or Feature Map. The number of filters used in the convolution 

operation is called depth. 

2.7 You only look once (YOLO) 

YOLO came onto the computer vision scene with the seminal 2015 paper by 

(Redmon, Divvala, Girshick, & Farhadi, 2015b), “You Only Look Once: Unified, Real-Time 

Object Detection,” and it got great attention from computer vision researchers. You only 

look once (YOLO) is a state-of-the-art, real-time object detection system. A Pascal Titan 

X processes images at 30 FPS and has an mAP of 57.9% on the COCO test-dev [18]. It 

is so fast that it has become almost a standard way of detecting objects in the field of 

computer vision. Previously people were using sliding window object detection. YOLO 

was invented, which outperformed all the previous object detection algorithms. Born of 

a new object detection approach after multiple improvements of object detection that uses 

bounding boxes of object detection instead of classifying whole image pixels (that have 

been used in object detection algorithms before), also is a real-time object detection 

because of the improvement in speed of recognition, the previous approaches did not 

provide it, they were slower than YOLO, so it cannot detect real-time videos while YOLO 

did that, in YOLO algorithm takes a single look to the image and extract the objects that 

made YOLO much faster but this effects the accuracy too (Khalaf & Akbulut, 2021). 

Object detection is one of the challenging problems in computer vision in order 

to detect what objects are inside an image and where they are. YOLO can predict more 

than one object in the images by showing bounding boxes for each object. YOLO 

algorithm uses a single neural network to the image, then divides the images into regions 

and predicts bounding boxes and probabilities for each region. YOLO trains on full 

images and directly optimizes detection performances. YOLO algorithms outperform 

other detection methods when trained on natural images and tested on artwork. Figure 2.4 

represents the convolutional neural network architecture of the YOLO model. 
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Figure 2. 4 CNN architecture for YOLO 

First, the image is divided into grid cells. Each grid cell forecasts and provides 

confidence scores for B bounding boxes. Cells predict class probabilities in order to 

determine the class of each object. All predictions are made concurrently with the aid of 

a single convolutional neural network. The final detection will produce unique bounding 

boxes that perfectly fit the objects. YOLO algorithm works using the following three 

techniques: 

 Residual blocks 

 Bounding box regression 

 Intersection Over Union (IOU) 

2.7.1 Residual Blocks 

Residual Blocks are skip-connection blocks that learn residual functions in 

reference to the layer's inputs rather than unreferenced functions. They were integrated 

into the ResNet design as a component (He, Zhang, Ren, & Sun, 2015a). Residual Network 

(ResNet) is a specific type of neural network introduced in 2015 by Kaiming He, Xiangyu 

Zhang, Shaoqing Ren, and Jian Sun. The performance degrades by adding more layers 

on top of the network in traditional neural networks. This problem of training very deep 

networks caused the introduction of ResNet or residual networks, which are made up of 

Residual Blocks. There is a direct connection that skips some layers in between, called a 

skip connection, which is the core of residual blocks. Figure 2.5 shows the building block 

of the residual learning approach. 
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Figure 2. 5 Residual learning: a building block 

The skip connections in ResNet solve the vanishing gradient problem in deep 

neural networks. This is because when the network is too deep, the gradients from where 

the loss function is calculated easily shrink to zero after several chain rule applications. 

With ResNets, the gradients can flow directly through the skip connections backward 

from later layers to initial filters. 

2.7.2 Bounding box regression 

A bounding box is a rectangle that serves as a location for objection and creates a 

collision box for that object. Each bounding box in the image consists of width(bw), 

height(bh), class of the object(c), and bounding box center (bx, by). Regression is a 

statistical technique used in finance, investing, and other fields to determine the strength 

and nature of the relationship between a single dependent variable and a series of 

independent variables. YOLO uses the bounding box regression to predict objects' height, 

width, center, and class as shown in Figure 2.6. 

 

Figure 2. 6 Bounding Box Regression 

2.7.3 Intersection over union (IOU) 

Intersection over union ensures that the predicted bounding boxes of the objects 

are identical to their actual bounding boxes as shown in Figure 2.7. It is a number from 0 
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to 1 that specifies the amount of overlap between the predicted and ground truth bounding 

box. This phenomenon eliminates superfluous bounding boxes that do not correspond to 

the objects' properties. The IOU equals one if the predicted bounding box is the same as 

the real box. The IOU is equal to zero if there is no overlap between the boxes. 

 

Figure 2. 7 Intersection over union (IOU) 

2.7.4 Development of YOLO versions  

Four versions of YOLO have been released, ranging from YOLO v1 to YOLO 

v4. In 2015, YOLO's first version (YOLOv1) (Redmon et al., 2015b) used a single neural 

network to predict numerous classes' bounding boxes and related class probabilities. 

YOLOv1 converts object recognition into regression difficulties. YOLOv1's primary 

objective is to build a CNN network capable of predicting tensors. On Pascal VOC2007, 

YOLOv1 analyzes images at 45 frames per second (fps) rate, which is twice to nine times 

quicker than Faster R-CNN. Version 2 of YOLO (YOLOv2, or YOLO9000) (Redmon & 

Farhadi, 2016) is a simplified version of YOLO's single-stage real-time object detection 

model. It preserves YOLOv1's speed advantage while aiming to boost the mAP value. It 

improves on YOLOv1 in several ways, including the use of Darknet-19 as batch 

normalization, backbone, a high-resolution classifier, and anchor boxes to predict 

bounding boxes. It is still incapable of generalizing to novel or unexpected aspect ratios 

or configurations of objects. Additionally, YOLO's loss function treats errors uniformly 

in small and large bounding boxes and is not flawless. Then, a new version of YOLOv2, 

dubbed YOLOv3 (Redmon & Farhadi, 2016), was developed that uses logistic regression 

to anticipate the objectiveness score of each bounding box and modifies how cost 

functions are derived. YOLOv3 calculates each label's binary cross-entropy loss. This 

may result in a reduction in computing complexity by omitting SoftMax features. (Sichuan 

Institute of Electronics & Institute of Electrical and Electronics Engineers, n.d.) proved that 
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YOLOv2 outperforms Faster R-CNN in the identification of fashion clothes. By 

combining the previous research, it was determined that the YOLO method is more suited 

for detecting fashion items than the two-stage detection techniques. YOLOv3 is three 

times quicker than the previous version but has a more significant positioning error. 

However, it significantly improves tiny object detection. In 2020, YOLOv4 (Bochkovskiy, 

Wang, & Liao, 2020) was released, built on the Darknet framework, a freely available 

neural network framework written in C and CUDA. YOLOv4 takes advantage of the 

PANet (Path Aggregation Network). This distinction enables the YOLOv4 to be quicker 

and more precise than the YOLOv3. 

Researchers are continually trying to enhance the YOLO standard algorithm for 

one-stage processes that are as efficient at identifying the position of objects as two-stage 

approaches. In 2021, (Chai, Ta, Ma, & Zhi, 2021) suggested the "YOLO with a bigger 

effective receptive field (ERF-YOLO)" algorithm, which would lower the number of 

model parameters while keeping the same performance. Then (Lee & Lin, 2021) presented 

YOLOv4-TPD (YOLOv4 Two-Phase Detection), which included a two-phase approach 

for detecting fashion clothes and an image enhancement method based on CLAHE. This 

algorithm has more parameters when compared to ERF-YOLO. Their primary focus areas 

include jackets, tops, slacks, skirts, and handbags. The two-phase training technique 

resulted in mAP outperforming the original YOLOv4 model in two-phase transfer 

learning. Transfer learning is adapting previously acquired information and abilities to 

new activities. 

2.8 TensorFlow Lite 

A number of popular deep learning frameworks, including TensorFlow Mobile 

(TFM), TensorFlow light (TFL), OpenCV, and Qualcomm Snapdragon, have been 

adapted to the Android operating system in response to its rising popularity. These 

platforms will execute the inference appropriate for mobile phone use in situations where 

there is low or non-existent connectivity.  Each of these prominent frameworks has its 

own advantages and disadvantages, which should be considered when selecting the 

optimal architecture for object identification. Google has built the machine learning 

platform TensorFlow Mobile. TensorFlow Lite is the lightweight version of TFM for 
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restricted neural network surroundings with decreased latency and increased productivity. 

TFL requires a converter to transform the neural network configuration file and its 

associated weights into a flat buffer model (.tflite). 

In contrast, TFL is more adaptable than TFM, being able to execute machine 

learning algorithms on all on-board processors. Similar to TFM and OpenCV, 

TensorFlow Lite is able to straightforwardly execute the neural network on a CPU 

method, whereas TFL provides faster time for inference. In addition, TFL can outsource 

a portion or all of an algorithm's execution to the mobile GPU. GPU delegation and the 

android neural network API (NNAPI) are the two major approaches used for delegation. 

This platform is compatible with its own drivers, allowing direct manipulation of onboard 

CPUs (CPU, GPU, and DSP). This will lead to enhanced productivity. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

This chapter provides an overview of the research methods used in the study. It 

describes the data collection methods and tools to conduct this research and provides an 

explanation for the method for data analysis. This study also includes a description of our 

modified object detection for our collected dataset and provides an explanation for its 

application.  

3.1  Data collection methods and tools 
3.1.1  Shopee Data Scraper 

This investigation began with data collection. Shopee Data Scraper (Data 

Sunday) is a browser plugin that collects data from the Shopee platform, such as product 

titles, product categories, product lists, and product photos. Figure 3.1 represents how to 

collect the Shopee product list from Data Sunday. This study included seven categories, 

each with eight hundred and six product listings and five photos. Due to the fact that 

Shopee.co.th displays product titles in Thai, this research used the Google Translate tool 

on a Google Sheet to extract solely English-language product titles. We collected 100 for 

the shirt, 100 for the dress, 102 for the jumpsuit, 101 for the skirt, 101 for the denim, 101 

for trousers, and 201 for other categories accordingly. 

 

Figure 3. 1 “DataSunday” tool to collect Shopee Product List 
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3.1.2  Google Colab 

Google Colab (short for Collaboratory) is a free platform provided by Google 

that enables users to write Python code. Colab is essentially Google's Jupyter Notebook 

replacement. Colab's advantages over Jupyter include zero-configuration, unrestricted 

access to GPUs and CPUs, and seamless code sharing. Colab is being used by an 

increasing number of people to take advantage of high-end computing resources without 

being constrained by their cost. The first step in any data science project is data loading. 

Frequently, data loading into Colab requires additional setups or coding. 

3.1.3  LabelImg 

Labeled data is critical for successful machine learning, and this is true for 

computer vision as well. LabelImg(Tzutalin, 2015) is a free, open-source tool for labeling 

images graphically. Figure 3.2 shows the user interface of the LabelImg tool. It is written 

in Python and features a graphical user interface powered by QT. It's a simple, cost-

effective method of labeling a few hundred images to test your next object detection 

project. LabelImg supports VOC XML or YOLO text file labelling. 

 

Figure 3. 2 LabelImg User Interface 

3.1.4 Darknet Framework 

Darknet is a free and open-source framework for neural networks written in C 

and CUDA. It is lightweight and simple to install, and it supports both CPU and GPU 
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computation. The source code is available on GitHub. Darknet requires only two optional 

dependencies: OpenCV for a broader range of supported image types and CUDA for GPU 

computation. Neither is required, but users may begin by installing the base system, which 

has been tested exclusively on Linux and Mac computers. You Only Look Once (YOLO) 

is a state-of-the-art, real-time object detection system included in the framework. It 

processes images at 40-90 frames per second on a Titan X and has an mAP of 78.6 percent 

on VOC 2007 and 44.0 percent on COCO test-dev. Users can use Darknet to classify 

images submitted to the ImageNet 1000 class challenge. Darknet displays information as 

it loads the configuration file and weights the image then classifies it and prints the 

image's top ten classes. Darknet is capable of handling recurrent neural networks, which 

are powerful models for representing data that changes over time, without requiring 

CUDA or OpenCV. Additionally, the framework enables users to experiment with game-

playing neural networks. 

3.2 Data Analysis methods and tools 

This study employs a qualitative methodology. Quantitative research methods 

are those that make an attempt to correctly quantify behavior, knowledge, attitudes, or 

opinions (Bauer & Scheim, 2019a). Quantitative research methods are frequently employed 

in a variety of investigations due to their usefulness for testing models or hypotheses 

(Queirós, Faria, & Almeida, n.d.-a). This research employs two methodologies: content 

analysis and thematic analysis. The second stage is content analysis, which involves 

comparing photos and product categories. The content analysis method is used to study 

the categories "shirts," "dresses," "jumpsuits," "skirts," "denim," and "trousers." When 

we conduct the content analysis on these categories, we examine both the category and 

the product photos to determine whether or not the category was accurately identified. 

Manual verification is performed with the use of human visuals. True if the image 

matches the category; false if it does not. 

The thematic analysis was done, with an emphasis on the category 'others.' This 

is because several terms in this category are synonymous with terms in other categories. 

Occasionally, merchants are uninformed of the category in which their product belongs 

and choose another. We categorize products based on their title and image. As has been 
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noted, product titles frequently incorporate category words or synonyms for category 

words. As a result, we create product categories based on the title's category word and 

analyze which categories fall within the category "other." Once all stages have been 

completed, the final step is to analyze the results. The study's conclusion will be based on 

these findings. The conceptual framework of data analysis methods is shown in Figure 

3.3. Two methodologies are used in this study: content analysis and thematic analysis.  

 

Figure 3. 3 Conceptual Framework 

This study takes a qualitative approach. Quantitative research methods are those 

that attempt to quantify behavior, knowledge, opinions, or attitudes accurately (Bauer & 

Scheim, 2019b). Due to their suitability for testing models or hypotheses, quantitative 

research methods are widely used in a variety of studies (Queirós, Faria, & Almeida, n.d.-

b). This research employs two methodologies: content analysis and thematic analysis. Fig. 

1 depicts the conceptual framework for this research. 

The initial stage of this research was data collection. The Shopee Data Scraper 

(Data Sunday) browser extension is used to collect data from the Shopee platform, 

including product titles, product categories, product lists, and product images. Seven 

categories were used in this study, with eight hundred and six product lists and five 

images for each. Due to the fact that Shopee.co.th displays product titles in the Thai 

language, this research uses the Google Translate function on a Google Sheet to extract 

only titles in the English language. 

The second stage is content analysis, during which images and product 

categories are compared. The categories of "shirts," "dresses," "jumpsuits," "skirts," 
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"denim," and "trousers" are all analyzed using the content analysis method. When we 

utilize content analysis in these categories, we look at the category as well as the images 

of the product to assess whether or not a category has been correctly classified. Manual 

verification is carried out using human visuals. If the image matches the category, it is 

true; if it does not, it is false. 

Thirdly, a thematic analysis was conducted, focusing exclusively on the 'others' 

category. This is because some of the terms in this category overlap with those in other 

categories. Occasionally, sellers are unaware of their product's category and opt for 

another.  We use the product's title and image to identify this category. In many cases, 

product titles incorporate category words or synonyms of category words, as has been 

noticed. As a result, we construct product categories based on the category word that 

appears in the title and investigate which categories are included in the category "other". 

After completing all stages, the final step is to analyze the results. These findings will 

serve as the study's conclusion. 

3.3 A Semi-Supervised Learning Approach for Automatic Detection and 
Fashion Product Category Prediction using FC-YOLOv4 

This section discusses dataset collection and pre-processing for our detection, a 

description of traditional YOLOv4 architecture, a modified part of our proposed FC-

YOLOv4, and the procedure description of our semi-supervised learning for clothing 

identification and classification. 

3.3.1  Dataset Collection and Pre-Processing 

For category detection of fashion clothing datasets from E-commerce, some 

problems and issues can be considered as follows. 

• As shown in Figure 3.4(a), depending on the point of view, the same 

clothes can be considered in different categories (e.g., skirt or dress category), and 

different clothing can be considered in the same category. 

• Figure 3.4(b) illustrates that the clothing form can be simply modified by 

stretching, folding, hanging, and changing the model position. 
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• As demonstrated in Figure 3.4(c), the same category can look different due 

to varying perspectives and illumination, cluttered backdrops, and being partially 

obscured by other things or people. 

 
 

(a) 

 
 

(b) 

 
 

(c) 

Figure 3. 4 Visualization of the fashion categories 

Based on these problems, we require the product dataset directly collected from 

multiple sellers on E-commerce platforms to aid in fashion category detection. From 2012 

to 2020, there are 51 datasets in the fashion business, according to the study (Mameli et 

al., 2022). Datasets for clothes Parsing, clothing landmark identification, product 

retrieval, clothing generation, clothing recommendation, and fashion classification are 

covered. Only two datasets were developed for fashion categorization, according to the 

research(Mameli et al., 2022): Fashion MNIST (H. Xiao, Rasul, & Vollgraf, 2017), which 

originates from the shopping website named Zalando, and CBL (K. H. Liu, Liu, & Wang, 

2021), which was created from 25 clothing brands, and the other datasets used for object 

detection task are (de Souza Inácio & Lopes, 2020; Jia et al., 2020; Tiwari, Bhatnagar, Tung, & 

Pons-Moll, 2020; Wu et al., 2019; Yamaguchi, Hadi, Luis, Ortiz, & Berg, n.d.; Yang et al., 2020). 

There are not many fashion classification datasets developed, particularly those gathered 

from E-commerce shopping platforms. 

In this study, we proposed data acquired from Shopee E-commerce Thailand 

between October and December 2021. The images of this study were collected using 

Shopee Data Scraper, a tool for extracting product data from the Shopee website. A total 

of 663 photos of products were obtained from the website as dataset A after deleting 

unnecessary images. We gathered images in various resolutions, with and without 

background noise, and images captured by vendors. On the other hand, we gathered E-

commerce photos from Google images according to our categories, and a total of 5,772 
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images were collected as dataset B. The images in Datasets A and B range in aspect ratio 

from 225*225 pixels to 800*800 pixels, and we aggregated the two datasets as Shopee 

Image Dataset (Thailand) (Yamin Thwe, 2022). Our dataset is published to the IEEE Data 

Port with the required annotation bounding box result files and picture data for usage by 

other researchers. Figure 3.5 shows the sample images of the Shopee Image Dataset. 

Before training the model, it is essential to annotate the training datasets with the YOLO 

format manually. 

    

    
Figure 3. 5 Samples of our Dataset 

The process of labeling photos in a dataset in terms of training a machine learning 

model is called image annotation. Labeling pictures is critical since it informs the training 

model about the objects that need to be detected. Our study accomplished this task using 

the LabelImg(Tzutalin, 2015) tool. LabelImg is a free and open-source program for 

annotating graphical images. It creates bounding box annotations in the PASCAL VOC 

format. Additionally, it supports the YOLO and CreateML formats. Each XML file 

specifies the item’s class, coordinates, height, and breadth. Equation (1) illustrates how 

to annotate our image. L is a collection of the image’s bounding boxes, Bn is the bounding 

box for the nth object. When two items of clothing overlap in an image, we only draw the 

overlapping object if it comprises less than 50 percent of the other image, as shown in 

Figure 3.6. Afterward, it allows the model to differentiate those things into new or never-

seen-before objects.  

𝐿 = { 𝐿஻ଵ, 𝐿஻ଶ, … … … , 𝐿஻௡}, 𝐵௡ ∩ 𝐵௡ାଵ < 0.5 (1) 
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Figure 3. 6 Image Labelling Process 

In this research, when we choose a category, we select two categories that best 

match each pattern. Pants, dresses, skirts, hoodies, and jackets are included. To identify 

the categories of accessories, we chose categories that are small and contain similar 

patterns, such as Bracelets. When gathering photographs, we collected various types of 

images uploaded by vendors in order from the website’s list. Typically, when sellers 

submit a product, they include a single design as well as variations of the product in the 

photograph. We annotated photos with a single bounding box and images with multiple 

bounding boxes. Table 3.1 displays the number of photos and bounding boxes within each 

category for the total of Dataset A and Dataset B. The collected image collection includes 

a maximum of 18 bounding boxes per image, as described in Table 3.2. 

Table 3. 1 Number of pictures and bounding boxes per category 

Categories Number of images Number of bounding boxes 
Pants 741 1,212 
Dress 699 1,048 

Hoodie 1,059 1,843 
Jacket 684 977 
Skirt 933 1,685 

Necklace 219 238 
Belt 343 514 
Ring 483 990 

Earrings 159 167 
Bracelet 452 554 

Total 5,772 9,228 
 

Table 3. 2 Number of images according to the bounding boxes per category 

Categories 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

Pants 428 173 76 19 12 4 3 4 - 2 - - - - - - - - 
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Dress 485 142 41 11 5 7 4 - - - - - 1 - - - - - 

Hoodie 725 177 54 46 25 18 5 4 6 2 - - 2 - - - - - 

Jacket 561 62 39 22 9 1 1 - 1 - - - - - - - - - 

Skirt 605 177 63 18 19 13 16 7 4 3 1 2 1 1 - - - - 

Necklace 214 9 - - - 6 - - 9 - - - - - - - - - 

Belt 280 40 45 44 50 12 14 - 18 - 11 - - - - - - - 

Ring 328 103 96 111 65 60 62 48 18 28 - 12 13 28 - - - 18 

Earrings 155 4 - 8 - - - - - - - - - - - - - - 

Bracelet 413 28 3 25 15 6 8 8 36 12 - - - - - - - - 

 
Each category contains a variety of designs, colors, and patterns. Figure 3.7 

represents the visualization of the distribution of five fashion clothing from our obtained 

dataset. Our collection includes product photographs with indoor, outdoor, solid, and 

other backgrounds. We collected photographs from many perspectives, including back, 

front, side, and others. Some models are photographed while standing, while others are 

photographed while sitting and promoting the product. There are also products with 

hanging styles, especially in the Hoodie category. Due to the fact that it is a garment, we 

have collected product images with various colors, lengths, and patterns. Because the 

majority of products are advertised with models, the models’ accessories and hand 

positions cover a portion of the product. Lower-body garments, such as pants and skirts, 

are sometimes obscured by upper-body garments, resulting in partial occlusion. 

Depending on the model’s posture, particular pants have similar patterns to skirts. 

Therefore, it would be more difficult to distinguish types of clothing from others. 

Photographs in the ring category exclusively depict model fingers. Photos of necklaces 

feature the model's neck, photos of bracelets feature the model's wrist, photos of earrings 

feature the model's ear, and photos of belts feature jeans or a blank background. 
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Figure 3. 7 Visualization of the Distribution for Dataset 

In our research, we will also propose a Fashion category detector trained on our 

small dataset to identify categories with similar patterns. We utilized Google Colab 

Notebook Pro Version for this investigation, and our model was trained and validated on 

an NVIDIA-SMI 495.46 Telsa P100-PCIE server running NVIDIA Driver 460.32.03 and 

CUDA 11.2. 

3.3.2  Traditional YOLO4 Architecture 

The following section describes the architecture of the traditional YOLOv4. 

YOLOv4, which Alexey Bochkovskiy and the other researchers introduced, integrates 

the most powerful optimization approaches in the CNN domain in recent years with the 

traditional YOLO series. It compromises detection speed and precision, which is 

noticeably better than YOLOv3. Three network components comprise the traditional 

YOLOv4 model: backbone, neck, and head. 

The “backbone” network component, which performs the role of a feature 

extractor, consists of a convolutional layer, a standardization layer, and an activation 

function. VGG16 (Simonyan & Zisserman, 2014), ResNet-50 (He, Zhang, Ren, & Sun, 2015b), 

EfficientNet (M. Tan & Le, 2019), CSPREsNeXt50 (C.-Y. Wang et al., 2019), and 

CSPDarknet53 (C.-Y. Wang et al., 2019) are currently more popular backbone detectors. 

We used CSPDarknet53 for our approach because it provided a greater frame rate than 

the others, and it greatly expands the receptive field, isolates the most important context 

characteristics, and results in nearly no reduction in network operating 

speed(Bochkovskiy et al., 2020). CSPDarknet53 includes 29 convolutional layers, 725 x 

725 receptive fields, and 27.6M parameters[44].  
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The “neck” of the object detector is used to gather feature maps between the 

backbone and the head. After the CSPDarknet53, we add Spatial Pyramid Pooling or 

SPP(He, Zhang, Ren, & Sun, 2014) blocks to enhance the receptive field. It isolates the most 

critical context characteristics and has a negligible impact on network operation 

performance. The pooling cores have a diameter of 5 x 5, 9 x 9, and 13 x 13, respectively. 

We use Path Aggregation Networks or PANet(S. Liu, Qi, Qin, Shi, & Jia, 2018) to aggregate 

parameters from various backbone levels for various detector levels. In the initial version 

of PANet, the current layer's information is combined with that of a previous layer to 

create a new vector. In the YoloV4 implementation, the new vector is formed by 

concatenating the input vector with the vector from the preceding layer.  

The “head” of the one-stage object detector is used to conduct prediction. The 

bounding box and its confidence for the identified category can be determined according 

to the output information. It constructs final output vectors with class probabilities, 

objectness scores, and bounding boxes using anchor boxes. Since it is a single-stage 

detector without an area proposal module, it uses seven anchors. A single-stage object 

detector is faster but performs lower than a two-stage detector.  

3.3.3  Modified Part of Proposed FC-Yolov4 Architecture 

In traditional YOLOv4, three layers are selected from the output of the 

backbone network. After passing through three convolutional layers, the input is routed 

via an SPP network for pooling. Pooling layers enable the downsampling of feature maps 

by enumerating the features present in patches of the feature map. Our proposed method's 

design goal is to enhance the output characteristics of backbone networks. The deeper the 

backbone layer, the greater the risk of overfitting and the greater the error rate. As a result, 

we conducted research to increase the quality of the feature map depicted in the picture, 

as well as the model's detection, as shown in Figure 3.8 (b). The architecture of such a 

Neck network can achieve certain highly desirable properties. 

Selecting the appropriate activation function is also critical for optimizing 

YOLOv4 detection accuracy. Activation functions are non-linear point-wise functions 

that introduce nonlinearity into the linear transformed input at the layer between the 

backbone and the head of a neural network. We also need to employ the optimal activation 
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function in our FC-YOLOv4 to address computer vision issues such as object 

identification, segmentation, and classification. The primary objective of the activation 

function is to establish the non-linear relationship between the input and output variables 

to solve complicated issues. We used the Mish activation function instead of ReLU in our 

study because it significantly improves the deeper network of the model. The LeakyRelu 

activation function remains throughout the rest of the network. Mish and LeakyRelu 

activation functions can be expressed as Equations (2) and (3). The network architecture 

of our FC-YOLOv4 structure is shown in Figure 3.9. 

 

(a) 
 

 

(b) 
 

Figure 3. 8 Neck network structure (a) Traditional YOLOv4 (b) our proposed FC-
YOLOv4 
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Figure 3. 9 Network architecture of FC-YOLOv4 

 
 

𝑦௠௜௦௛ = 𝑥 𝑡𝑎𝑛ℎ(𝑙𝑛(1 + 𝑒௫) …………………. (2) 

𝑦௅௘௔௞௬ ோ௘௟௨ =  ൜
𝑥, 𝑖𝑓 𝑥 ≥ 0
𝝀𝑥, 𝑖𝑓 𝑥 < 0

 
…………………. (3) 
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We employed max pooling in SPP Block, a pooling process that determines the 

maximum, or most significant, value in each patch of each feature map. We expanded the 

convolutional layer and executed the procedure first on the middle two feature layers. The 

PANet was chosen for our model because of its ability to reliably store spatial 

information, which aids in the proper localization of pixels for mask creation. This 

procedure significantly expands the effective receptive field. 

We used class label smoothing to transform soft labels during training, 

increasing the model's robustness. In terms of the bounding box regression loss function, 

we use the CIoU function because it results in a faster convergence rate and superior 

performance than the alternatives. CIoU loss is only effective when the anticipated 

bounding box overlaps with the target bounding box. 

3.3.4  Procedure Description 

Incomplete learning trains model parameters using partial points, and prediction 

accuracy are significantly worse than fully supervised learning. This is because a small 

number of labeled points cannot sufficiently describe the general distribution of the data. 

As a result, employing more training data can result in more accurate predictions. As a 

semi-supervised learning approach, pseudo-labels may successfully utilize unlabeled 

data. 

As shown in Figure 3.10, data collecting is the first step in this study. The 

traditional YOLOv4 model is developed by manually labeling and training Dataset A, 

which is collected from Shopee Data. Testing is carried out on dataset B, which has not 

been labeled, using this model. The format conversion to the YOLO format is then 

performed based on the findings of the label prediction. After labeling the image 

collection, it is necessary to feed the annotated data into the YOLOv4 model. The quantity 

of the training dataset is a critical aspect to consider when assessing the accuracy of the 

object recognition model. Even though several datasets are available, we cannot always 

train using them. Additionally, the data annotation process is manual, which explains why 

labeling a huge dataset takes so long. Pseudo-Labelling is one of the most effective 

methods for resolving this issue. Three types of learning exist; supervised, unsupervised, 

and semi-supervised. While supervised learning is the process of generating a model from 
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labeled data, unsupervised learning is developing a model from unlabeled data. Semi-

supervised learning is a strategy that entails training the model on a small set of labeled 

data and then predicting on a large set of unlabeled data. Pseudo-Labelling is semi-

supervised learning. 

 

Figure 3. 10 Research Methodology 

 

Figure 3. 11 Detection result of the YOLOv4 traditional model (Mid-length dress: 95% 
(left_x:   42   top_y:   13   width:  142   height:  196)) 
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(a) (b) (c) 
Figure 3. 12 Conversion from Detection Output to YOLO Form 

YOLOv4 predicted the objects in the image by using the detection output 

format, as shown in Figure 3.11. Therefore, it must be converted to YOLOv4 format. We 

captured the detection result in the (.txt) format with the same filename as the image after 

training with dataset A using YOLOv4. Figure 3.12(a) represents the detection result of 

the YOLOv4 model after training. When forecasting, the YOLO model specifies the top 

left corner coordinates, followed by the width (w) and height (h) of the enclosing box (h). 

The width and height of the original image are denoted by (W) and (H), respectively. This 

result will be the input for Figure 3.12(b). 

𝑥ො =  
𝑙𝑒𝑓𝑡_𝑥 + 

𝑤
2

𝑊
 …………………. (4) 

𝑦ො =  
𝑡𝑜𝑝_𝑦 + 

ℎ
2

𝑊
 …………………. (5) 

𝑊෡ =  
𝑤

𝑊
 …………………. (6) 

𝐻෡ =  
ℎ

𝐻
 …………………. (7) 

Figure 3.12(b) is the YOLO format for retraining the model. The center point of 

the image is represented by 𝑥ො which is obtained from calculating Equations (4) and (5). 

While the size of the image is represented by 𝑊෡   and 𝐻෡ as the width and height of the 

retrain model results are obtained from Equations (6) and (7). Furthermore, the results of 

this retraining will be the input for drawing the bounding box in Figure 3.12(c). The 

estimated bounding box values must be computed in YOLO format according to the draw 
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bounding box Equation (8), (9), (10), (11) where respectively l, r, t, and b are the left, 

right, top, and bottom sides of the box. 

𝑙 = ቆ𝑥 −  
𝑊෡

2
ቇ ∗ 𝑊 …………………. (8) 

𝑟 =  ቆ𝑥 +  
𝑊෡

2
ቇ ∗ 𝑊  …………………. (9) 

𝑡 = ቆ𝑦 − 
𝐻෡

2
ቇ ∗ 𝐻 …………………. (10) 

𝑏 = ቆ𝑦 +  
𝐻෡

2
ቇ ∗ 𝐻 …………………. (11) 

Algorithm 1: The pseudocode of pseudo-labeling to change from detection output 
format to YOLO format 

Input: the image and its corresponding text File 

Output: the text file with YOLO bounding box format 

Procedure: 

1. classes  an array of categories list ['pants', 'mid-length dress', 'hoodie', 'jacket', 
'mid-length skirt', ‘necklace’, ‘belt’, ‘ring’, ‘earrings’, ‘bracelet’] 

2. H  the height of the image 
3. W  the width of the image 
4. read the text file 
5. B  an array of the total number of bounding box values from the text file 
6. IF the length of B > 0: 
7.        FOR i = 0 to the length of B: 
8.                  idx  the value of the predicted classes of B[i] 
9.                  left_x  the value of the left_x of B[i] 
10.                  top_y  the value of the top_y of B[i] 
11.                  w  the value of the width of B[i] 
12.                  h  the value of the height of B[i] 
13.                  a = the index of the idx value in classes [] 
14.                  𝑥ො = (left_x + w/2) / W 
15.                  𝑦ො = (top_y + h/2) / H 
16.                  𝑊෡  = w / W 
17.                  𝐻෡ = h / H 
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Algorithm 1 is the pseudocode of pseudo-labeling to change from detection 

output format to YOLO format. We define "classes" as an array of category lists for 

"pants", "mid-length dresses", "hoodies", "jackets", "mid-length skirts", “necklaces”, 

“belts”, “rings”, “earrings”, “bracelets”. After saving the result, we deleted some lines 

that we did not need to calculate. B is an array of the total number of bounding boxes 

from the text file because some images have many categories to detect. For every 

bounding box, we put the values of the predicted class of B[i] to the "idx". "left_x" is for 

the values of the left_x of B in the ith Bounding box, and top_y is for the values of top_y 

in ith Bounding Box. w and h are the width and height values of the bounding box in ith 

iterations shown in Algorithm 1. After that, we identify the actual value of the class that 

the LabelImg tool already defined by comparing the "classes" array. Furthermore, the 

conversion process from the detection output format into the YOLOV4 format begins by 

performing calculations to get the value of 𝑥ො, 𝑦ො, 𝑊෡  and 𝐻෡. These values are then executed 

using the boundingBoxYOLO function, which is concatenated with a, 𝑥ො, 𝑦ො, 𝑊෡  and 𝐻෡. 

After the pseudo-labeling process, we manually annotated only 663 images and 

obtained a total of 5,772 labeled images of Dataset A and Dataset B. We used image data 

augmentation techniques to obtain a larger image to improve the accuracy of the model. 

Only a few Shopee vendors photograph their products professionally in a studio. There is 

a risk, particularly for those who sell second-hand apparel, that the garments will be 

photographed with a cluttered background. As a result, it is critical to be able to add a 

variety of different sorts of objects to the training dataset in order to clearly distinguish 

the categories. To increase the richness of the experimental dataset, our images were pre-

processed in terms of brightening, rotation, mosaic, and CLAHE, and the dataset was 

augmented. 

We chose 0.6 and 1.4 as the lowest and maximum values for brightening the 

training photos. Three values were chosen from that collection, and three new photos with 

18.                 boundingBoxYOLO  concatenate (a + “ ” + 𝑥ො + “ “+𝑦ො +” “+𝑊෡  +” 
“+𝐻෡) 

19.                 write boundingBoxYOLO value in the text file 
20. ENDIF 
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varying brightness levels were added to the training dataset. This method can be used to 

imitate the state of clothing under various levels of illumination. To further supplement 

the image collection, Mosaic data augmentation was used to augment the training images. 

Mosaic data augmentation combines four training photos in specific ratios to create a 

single image. This enables the model to acquire the ability to recognize items in a smaller 

size than usual. Contrast Limited Adaptive Histogram Equalization (CLAHE) is utilized 

as the final stage to increase the illumination of the garment pattern. The rotation 

technique is used to improve the illumination of the object pattern during the final step of 

augmentation. Figure 3.13 shows the sample of training images after image augmentation. 

Table 3.3 represents the number of images generated by pseudo-labeling and image data 

augmentation. We labeled only 663 images manually, and 18,203 images were 

automatically labeled. We trained our proposed FC-YOLOv4 model using obtained 

labeled images and assessed it by comparing the results to those obtained with YOLOv4 

and YOLOv3. 

    
(a) (b) (c) (d) 

Figure 3. 13 Samples of training images after image augmentation (a) Brightening, (b) 
Mosaic, and (c) CLAHE (d) Rotation results 

 

Table 3. 3 The number of images generated by pseudo-labeling and data augmentation 

Before 
Pseudo-
labelling 

(Dataset A) 

After Pseudo-
labelling 

(Dataset B) 
Rotation Brightening Mosaic CLAHE Total 

1,213 5,772 1,655 17,316 1,074 3,453 30,483 
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CHAPTER 4 

RESEARCH RESULT 

 

This section includes the result of the content and thematic analysis. The 

performance of the category detection model is compared to that of other approaches in this 

section. Meanwhile, the outcomes of fashion category prediction using YOLOv4 and 

YOLOv3 are compared and studied. 

4.1 Content Analysis Result 

We analyzed a product category using its product photos and category data 

Figure 4.1 using Google Spread Sheet. If the seller specifies a category for a product that 

does not match the image of the product, the category is FALSE; if they match, the 

category is TRUE. We checked each product manually and configured the category error 

rate. As a result of the seller improperly categorizing the product, 14.1% were placed in 

the "Dress" category, 8.9% in the "Skirt" category, and less than 5% in the shirt, denim, 

and trouser category, and 50% in the jumpsuit category.  

 

Figure 4. 1 Content Analysis Using Google Spread Sheet 

4.2 Thematic Analysis Result 

Thematic Analysis is performed to determine which other existing categories 

were included in the "other" category. In the "other" category, we investigated the 

category of each product based on the product image and title (Figure. 4.2). We manually 

reviewed each product title to see whether it had any other comparable words from the 

category word or category as shown in Table 4.1. For instance, if the product title contains 

the words shirt, t-shirt, or polo shirt, the product is classed as a shirt. 
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Figure 4. 2 Thematic  Analysis Using Google Spread Sheet 

Table 4. 1 Table Type Styles 

Category Words 
Shirt “shirt”, “t-shirt” 
Dress “dress” 
Jumpsuit “jumpsuit” 
Skirt “skirt” 
Denim “denim”, “jeans” 
Trousers “trousers”, “pants” 
Jackets and coats “jackets”, “coats” 
Underwear “underwear”, “bikini” 
Pajamas “pajamas”, “nightwear” 
set “set” 
cloth “cloth” 

 

When sellers select a product category, on average, 29% of products are placed 

in the incorrect category as shown in Figure. 4.3. As you can see, 75.1 percent of products 

have their own category yet are categorized as "other" (Figure.4.4). This means that the 

majority of sellers add their products to the "other" category rather than using the Shopee-

recommended category list. According to the report, 72.7 percent of product titles contain 

category words or their synonyms (Figure. 4.5). Thus, when classifying a product, it is 

critical to keep in mind that the product title is equally significant. 



56 
 

 

Figure 4. 3 Content Analysis Results 

 

Figure 4. 4 Percentage of Category Included in Other’s Category 

 

Figure 4. 5 Thematic Analysis Result 

 
4.3.  Comparison of Before and After Pseudo-Labeling With Yolov4 

In our research, we employed our YOLOv4 model with the CSPDarknet53. The 

parameters used to initialize the network are listed in Table 4.2. To improve the model’s detection 

accuracy and alter the input required by the Darknet framework, we utilized the size of the input 

images in our research to 416 x 416. For the purpose of evaluating the training procedure, the 

batch size was set to 64, resulting in the capture of 64 images every iteration for 8000,9000 

training steps. Momentum, initial learning rate, weight decay regularization, and other parameters 

were the original parameters of the YOLOv4 model. We set the maximum batch size to 10,000 

False 
Catgory

29%
True 

Category
71%

Category Error Rate

False Catgory True Category
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(the number of classes multiplied by 2,000) and increase it in 80 and 90 percent increments. We 

apply filters based on the (number of classes + 5) * 3 formula. It will process 64 images every 

iteration during training and transmit 24 subdivisions to the GPU simultaneously. 

Table 4. 2 Initialization Parameters of YoloV4 Network 

 
(Nguyen et al., 2021)studied that the performance of the models was 

considerably altered when alternate training and validation ratios were applied, 

demonstrating that a 70:30 ratio of training to testing datasets is optimal for the object 

detection model. Dataset A was partitioned into 90% for training and 10% for validation 

during the first training. After training, we predicted dataset B and converted the predicted 

output to YOLO format. Then, we mixed the labeled dataset A and predicted dataset B 

for the second training set, divided into 80% for the training set and 10% for the testing 

and validation sets, respectively.  

To evaluate the influence of dataset size on detection outcomes, pictures from 

all categories were pooled before and after pseudo-labeling to train the model. We 

computed and assessed the performance of the model on dataset A, which includes 

Average Precision (AP), True Positive (TP), False Positive (FP), Recall, IOU, and Mean 

Average Precision (mAP). Table 4.3 shows the performance metrics before pseudo-

labeling and after pseudo-labeling. In Class Mid-Length Dresses, Hoodie, Jacket, and 

Mid-Length Skirt, there are considerable disparities in AP, TP, and FP results. Figure 4.6 

(a) and 4.6 (c) are the detection results before pseudo-labeling and Figures 4.6 (b) and 4.6 

(d) are the detection results after pseudo-labeling. Before pseudo-labeling, our model 

incorrectly predicted two identical categories in Figure 4.6 (a), but the bounding box 

could be predicted successfully. Even the bounding box in Figure 4.6 (c) could not be 

adjusted appropriately. Following pseudo-labeling, the category and bounding box may 

be predicted precisely, as seen in Figures 4.6 (b) and 4.6 (d). Overall, YOLOv4 has a 

Input image 
size 

Batch Momentum Initial 
learning 
rate 

Decay Training 
steps 

416 x 416 64 0.949 0.001 0.0005 8000,9000 



58 
 

good level of accuracy, with a 0.97 mAP after pseudo-labeling. This is because there are 

fewer datasets before and after pseudo-labeling. 

Table 4. 3 Performance Metrics on YOLOv4 Before Pseudo-Labeling and After 
Pseudo-Labeling 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. 6 Detection results of before and after pseudo-labeling 

 

 4.4. Comparison of Our FC-YOLOv4 With YOLOv4 and YOLOv3 Models 

In this part, we carried out a series of tests using the trained FC-YOLOv4 model 

and test images to validate the algorithm’s performance. We used 80 percent of the 

combination of datasets from before pseudo-labeling, after pseudo-labeling, Brightening, 

Mosaic, and CLAHE as training datasets, and a total of 16,276 images were used. We 

divided our dataset into training and testing subsets to ensure that the images in each 

category were balanced. For the testing dataset, we used the collection of the rest of 20 

percent of our dataset and collection of the images from the DeepFashion2 dataset, 

second-hand images from Google Image, and Augmented images. When evaluating the 

model, we also collected clutter backdrop photos that had multiple categories. The 

Class 
Before pseudo-labelling After pseudo-labelling 
AP TP FP mAP@0.5 AP TP FP mAP@0.5

Pants 94.06% 790 212 

0.62 

97.55% 808 54 

0.97 
Mid-length dress 46.68% 282 58 96.80% 716 42 
Hoodie 50.09% 388 142 96.53% 882 40 
Jacket 61.75% 270 22 97.19% 512 36 
Mid-length skirt 60.23% 864 354 99.32% 1526 58 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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suggested model is compared against the YOLOv3 and YOLOv4 two-stage conventional 

models in order to demonstrate the proposed model’s superiority. The primary purpose 

of this research is that our model aims to be able to categorize the closest category when 

it detects an image that is not in the trained dataset. 

Several criteria, including precision (P), recall (R), F1 score, AP, mAP, and IoU, 

were utilized to compare the performance of the three models [37]. The accuracy of a set 

of object detection from the model is evaluated using mAP. The amount of overlap 

between the predicted bounding box and the underlying truth is measured using mAP, 

which ranges from 0 to 1, as opposed to IoU, which is employed while calculating mAP. 

Equation 3-8 depicts the mathematical representation of these six measures. 

𝑃 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
 …………………. (12) 

𝑅 =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃
 …………………. (13) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑃𝑅

𝑃 + 𝑅
 …………………. (14) 

𝐴𝑃 = න 𝑝(𝑟)𝑑𝑟
ଵ

଴

 …………………. (15) 

𝑚𝐴𝑃 =
1

𝑁
෍ 𝐴𝑃௜

ே

௜ୀଵ

 …………………. (16) 

𝐼𝑜𝑈
=

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
 

…………………. (17) 

The precision-recall curve, or P-R curve, can be generated by plotting the 

precision ratio against the recall ratio using the precision ratio as the vertical axis and the 

recall ratio as the horizontal axis. The precision-recall curves for our three models are 

depicted in Figure 4.7. While YOLOv4 is more accurate at lower IOU thresholds, our 

FC-YOLO v4 is more efficient at higher IOU thresholds. As shown in Table 4.4, after 

data augmentation, our proposed FC-YOLOv4 model gets 0.007 percent and 40.2 percent 

higher than the original YOLOv4 and YOLOv3 models with nearly the same detection 

time. 
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Figure 4. 7 P-R curve 

 

Table 4. 4 Comparison of parameters, detection time, accuracy, and size of three models 

 Total parameters Detection time Accuracy(mAp) size 
FC-YOLOv4 63,959,226 33 

milliseconds 
95.87% 266MB 

YOLOv4 63,959,226 32 
milliseconds 

95.80% 244MB 

YOLOv3 61,545,274 32 
milliseconds 

55.67% 234MB 

 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

 
(i) 

   
(j) (k) (l) 

   
(m) (n) (o) 

   
(p) (q) (r) 

   
Figure 4. 8 Detection results of YOLOv3, YOLOv4, and our proposed FC-YOLOv4 

The detection results of our suggested model were compared to that of the 

YOLOv3 and Yolov4 conventional models. We evaluated photos with many categories 

to verify the model’s correctness. The detection results for the YOLOv3 model are 
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described in Figures 4.8 (a), 4.8 (d), and 4.8 (g). The detection findings for YOLOv4 are 

illustrated in Figures 4.8 (b), 4.8 (e), and 4.8 (h), whereas the detection findings for our 

FC-YOLOv4 model are shown in Figures 4.8 (c), 4.8 (f), and 4.8 (i). In Figures 4.8 (a), 

4.8 (b), and 4.8 (c), we discovered that our model could classify the pattern as a “skirt” 

and can recognize two bounding box skirts even when the training dataset has a different 

pattern and part of the skirt is covered by the coat. When we examine the findings of the 

three models in Figures 4.8 (d), 4.8 (e), and 4.8 (f), we can see that even though one of 

the jackets was not photographed from the front view, only the FC-YOLOv4 model 

correctly detects it. In Figures 4.8 (j), 4.8 (k), and 4.8 (l), our FC-YOLOv4 model 

correctly classifies items as “hoodies,” while the other two models’ bounding boxes 

overlap. 

Figure 4.9 depicts the outcomes of our suggested FC-YOLOv4 model’s 

detection. As displayed in Figures 4.9(a), 4.9(b), 4.9(c), and 4.9(d), our proposed model 

is capable of detecting overlapping clothing with varying hue/saturation levels. As 

illustrated in Figures 4.9(e), 4.9(f), and 4.9(g), our model can recognize even a white 

outfit with a high brightness level. Figures 4.9(h), 4.9(i), 4.9(j), and 4.9(k) illustrate that 

our suggested model can also be used to identify secondhand clothing with a cluttered 

background. As depicted in Figures 4.9(l), 4.9(m), and 4.9(n), our proposed model can 

accurately detect rotated images. Table 4.5 represents the number of true positive results 

with different thresholds. Our FC-YOLOv4 model has more True Positive numbers than 

another two models. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) (f) (g) 

 
(h) 

 
(i) 

 
(j) 

 
(k) 

 
(l) 

 
(m) 

 
(n) 

Figure 4. 9 Detection results of our proposed FC-YOLOv4 

Table 4. 5 Number of true positive results with different thresholds 

IOU FC-YOLOv4 YOLOv4 YOLOv3 
0 8,111 8,091 6,119 

0.1 7,745 7,766 4,263 
0.2 7,583 7,575 3,674 
0.3 7,444 7,440 3,301 
0.4 7,307 7,292 3,008 
0.5 7,132 7,127 2,733 
0.6 6,957 6,961 2,442 
0.7 6,737 6,705 2,155 
0.8 6,403 6,358 1,794 
0.9 5,687 5,613 1,324 

 

In each class, the YOLOv3, YOLOv4, and FC-YOLOv4 models are compared 

using a summary of the results. It was observed that after 20000 epochs, FC-YOLOv4's 

mAP% was better than YOLOv4 and YOLOv3. As seen in Table 3, the FC-YOLOv4 

model yielded superior results for every statistic. In the validation set, the FC-YOLOv4 

model attained the highest mAP percentage of 99.84 percent. Compared to the intended 

model, YOLOv3 reached 93.74 percent, and YOLOv4 achieved 99.81 percent, with 

margins of 6.1% and 0.3%. The P and R values for YOLOv3 were 0.96 and 0.74, while 

YOLOv4 and FC-YOLOv4 had ratings of 0.99 and 0.99, respectively. Therefore, FC-

YOLOv4 and YOLOv4 performed better than YOLOv3 by 3.03 percent for P and by 

25.25 percent for R. F1 scores were determined as 0.83 for YOLOv3, 0.99 for YOLOv4, 
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and 0.99 for FC-YOLOv4. FC-YOLOv4 and YOLOv4, therefore, performed 16.16 

percent better than YOLOv3. FC-YOLOv4 is also superior to YOLOv4 and YOLOv3 by 

12.49 percent and 1.23 percent, respectively, in terms of IoU. 

Table 4.6. Evaluation Matrices 

Model Iterations TP FP FN P R F1- 
score 

mAP 
(%) 

IoU 
(%) 

YOLOv3 

20000 

21649 902 7713 0.96 0.74 0.83 93.74 77.44 
YOLOv4 29116 259 246 0.99 0.99 0.99 99.81 87.40 
FC-
YOLOv4 

29093 179 269 0.99 0.99 0.99 99.84 88.49 

 

4.5. Evaluation of the approach in mobile deployment 

The TensorFlow Lite technique modifies the configuration files and weights of 

YOLOv3, YOLOv4, and FC-YOLOv4 to produce models with lower memory footprints. 

Table 4 compares the parameter of each model. YOLOv3 has the smallest model size, 

YOLOv4 the second biggest, and FC-YOLOv4 the largest. On the basis of the regular 

and lite sizes of the three models, one may deduce that the average size has decreased by 

50 percent. In this investigation, the smaller model will be loaded into memory more 

quickly. YOLOv3, with a model size of 117 MB, loaded in 25,268 milliseconds. 

YOLOv4, with a model size of 122 MB, loaded in 31,865 milliseconds. And FC-

YOLOv4, with a model size of 151 MB, has a loading time of 34.06 milliseconds. This 

may be due to the smaller network size of YOLOv3 and YOLOv4 relative to FC-

YOLOv4, which enables YOLOv3, and YOLOv4 to learn quickly while FC-YOLOv4 

learns precisely. 

Object recognition and image processing are examples of computationally 

complex jobs that can result in a higher average RAM consumption. This subsection 

examines the RAM used in the object recognition algorithm to recognize numerous 

images. According to Table 2, YOLOv3, YOLOv4, and FC-YOLOv4 use an average of 

7.4 MB, 7.2 MB, and 1.1 MB of RAM, respectively. Comparatively, the greatest RAM 

consumption is 769MB, 1.3GB, and 576MB. Therefore, we may infer that FC-YOLOv4 

performed the best. 
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Table 4. Evaluation of Mobile Application Deployment 

Parameters YOLOv3 Lite YOLOv4 Lite FC-YOLOv4 Lite 
Normal Model Size 235.1 MB 244.3 MB 302.4 MB 
Lite Model Size 117 MB 122 MB 151 MB 
Application Size 138 MB 137 MB 168 MB 
Loading Time 25.268 ms 31.865 ms 34.06 ms 
Average RAM 
usage 

7.4 MB 7.2 MB 1.1 MB 

Maximum RAM 
usage 

769 MB 1.3 GB 567 MB 

 

4.6. Evaluation of the approach in a real scenario  

The final evaluation of this study compares the results of FC-YOLOv4 Lite 

detection on a mobile device to the Shopee web application. We collected some of the 

products with the wrong categories from the Shopee Thailand Website. Figure 6 depicts 

one of the test results for a real-world scenario in which FC-YOLOv4 accurately 

recognizes the Pants category while the Shopee recommendation system recognizes 

Men's and Women's clothing. 

 

(a) (b) 
Figure 6. Real Scenario Comparison. (a) FC-YOLOv4 Mobile Application; (b) 
Shopee Web Application 
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In our research of how popular object detectors such as YOLOv4 can be 

modified to detect objects, we identified architectural modifications that yield a 

significant performance boost over the original model at a relatively cheap cost, as the 

new model retains speed. The scenario in which we applied the suggested approach, 

namely autonomous racing, might benefit significantly from such enhancements. We not 

only enhanced the performance of the base model greatly in this study but also discovered 

some specialized strategies that may be applied to various applications requiring the 

detection of objects. Consequently, a modified model with pseudo-labeling outperforms 

a YOLOv4 class model while keeping a detection speed suitable for fashion applications. 

Finally, while this study reveals a sizeable empirical benefit of the 

recommended architectural adjustments, the study’s consistency and generalizability may 

and should be further studied. For instance, the analysis would benefit significantly from 

more testing with diverse data sets and the issues that may occur when detecting firm 

brands, for example. While we have established the utility of the various strategies 

presented, they can only be improved and better understood via application to several 

diverse situations and places. This would be a huge step in developing a more robust 

system for detecting fashion objects. Additionally, several additional paths and strategies 

apply to this issue but were not studied; nonetheless, they will remain the focus of future 

research. 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 

When it comes to purchasing products and services online, customers now have 

more options. The outcomes of the research are the proportion of times the automatic 

category recommendation method causes sellers to select the erroneous category for their 

product. Additionally, this study summarizes consumer confidence in the product 

category prior to making a purchase. Raising customer expectations and expediting the 

consumer purchasing decision-making process benefits both suppliers and buyers by 

increasing profits. 

We collected a currently collected small dataset from Shopee E-commerce 

Thailand. Furthermore, we introduced a semi-supervised technique in our research for 

predicting fashion product categories using minimum labeled data and a huge amount of 

unlabeled data. In contrast, the majority of previous work has concentrated on the 

performance of object identification models. We used FC-YOLOv4 to detect the product 

category in Shopee’s fashion category. This method simplifies the process of selecting a 

category for sellers and enables a more targeted recommendation system. And then, we 

compared our FC-YOLOv4 model with YOLOv4 and YOLOv3 models by using 

secondhand clothing, DeepFashion2, and augmented images. Our research established 

that model training accuracy is much greater after pseudo-labeling than before pseudo-

labeling. When the performance of the three models is evaluated, our YOLOv4 model 

detects more categories inside an image than the other two models. All verified measures, 

such as recall, accuracy, and IOU, improved in value. Using pseudo-labeling, we can 

minimize the amount of manual labeling necessary for data training and enhance model 

accuracy. Because pseudo-labeling is retrained from the model and re-labels the images. 

This study focuses not only on model building and testing but also on the deployment of 

mobile applications. In addition, the deployed model is evaluated by comparing it to the 

official Shopee website. The main challenge with this study is that labeling mistakes may 

arise if the initially labeled dataset is too small or the model’s detection performance is 

inadequate.  
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Additionally, we may collect information about client behavior in the future to 

help us improve the overall quality of Shopee's e-commerce platform. We will do more 

in-depth comparative analyses of various state-of-the-art machine learning algorithms to 

significantly improve the performance of the product image categorization architecture 

described in this research. In future work, we will investigate a machine-learning method 

for classifying products based on their title and images.  We would want to suggest that 

instead of detecting each product individually, we categorize them all at once into their 

respective categories. Additionally, we would like to focus on picture categorization that 

considers the hierarchical structure of garment categories. 
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In [1]: 
!nvidia-smi 

 

In [2]: 
from google.colab import drive 
drive.mount('/content/gdrive') 
!ln -s /content/gdrive/My\ Drive/ /mydrive 

 

Helper Functions 

In [3]: 
def imShow(path): 
  import cv2 
  import matplotlib.pyplot as plt 
  %matplotlib inline 
  image = cv2.imread(path) 
  height, width = image.shape[:2] 
  resized_image = cv2.resize(image,(3*width, 3*height), interpolation = cv2.INTER_C
UBIC) 
  fig = plt.gcf() 
  fig.set_size_inches(18, 10) 
  plt.axis("off") 
  plt.imshow(cv2.cvtColor(resized_image, cv2.COLOR_BGR2RGB)) 
  plt.show() 
 

def upload(): 
  from google.colab import files 
  uploaded = files.upload()  
  for name, data in uploaded.items(): 
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    with open(name, 'wb') as f: 
      f.write(data) 
      print ('saved file', name) 
 
def download(path): 
  from google.colab import files 
  files.download(path) 
 
def get_number_of_elements(list): 
    count = 0 
    for element in list: 
        count += 1 
    return count 
 
def string_len_in_file(fname): 
    with open(fname) as f: 
        for i, l in enumerate(f): 
            pass 
    return i + 1 
 
def get_file_names(path): 
  from os import walk 
  filenames = next(walk(path), (None, None, []))[2]  
  return filenames 

Data Augmentation for Before Pseudo Dataset 

In [ ]: 
# Brighting image augmentation 
from numpy import expand_dims 
from keras.preprocessing.image import load_img 
from keras.preprocessing.image import img_to_array 
from keras.preprocessing.image import ImageDataGenerator 
import matplotlib.image as mpimg 
 
for img in words: 
        prefix = img.split("/")[6].split(".")[0] 
        ext = img.split("/")[6].split(".")[1] 
        image = load_img(img) 
        data = img_to_array(image) 
        samples = expand_dims(data,0) 
        datagen = ImageDataGenerator(brightness_range=[0.6,1.4]) 
        it = datagen.flow(samples, batch_size=1) 
        for i in range(3): 
                batch = it.next() 
                fimg = batch[0].astype('uint8')           
                path = "/content/gdrive/MyDrive/After Augmentation/Brighting_pseudo/B" + 
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prefix + str(i) + "." + ext 
                mpimg.imsave(path, fimg) 

In [ ]: 
# copying txt files 
import shutil 
 
for txt in words: 
    prefix = txt.split("/")[6].split(".")[0] 
    src = "/content/gdrive/MyDrive/Before Augmentation/TestingDataset(pseudo)/" + pre
fix + ".txt" 
    for i in range(3): 
        dst = "/content/gdrive/MyDrive/After Augmentation/Brighting_pseudo/B" + prefix 
+ str(i) + ".txt" 
        shutil.copyfile(src, dst) 

In [ ]: 
# example of random rotation 90 degree image augmentation 
from numpy import expand_dims 
from keras.preprocessing.image import load_img 
from keras.preprocessing.image import img_to_array 
from keras.preprocessing.image import ImageDataGenerator 
import matplotlib.image as mpimg 
 
for img in words: 
        prefix = img.split("/")[6].split(".")[0] 
        ext = img.split("/")[6].split(".")[1] 
        image = load_img(img) 
        data = img_to_array(image) 
        samples = expand_dims(data,0) 
        datagen = ImageDataGenerator(rotation_range=90)   
        it = datagen.flow(samples, batch_size=1) 
        for i in range(1): 
                batch = it.next() 
                fimg = batch[0].astype('uint8')           
                path = "/content/gdrive/MyDrive/After Augmentation/Rotation_pseudo/R90" 
+ prefix + str(i) + "." + ext 
                mpimg.imsave(path, fimg) 
     
for img in words: 
        prefix = img.split("/")[6].split(".")[0] 
        ext = img.split("/")[6].split(".")[1] 
        image = load_img(img) 
        data = img_to_array(image) 
        samples = expand_dims(data,0) 
        # 90 , 180 , mirror 
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        datagen = ImageDataGenerator(rotation_range=180)   
        it = datagen.flow(samples, batch_size=1) 
        for i in range(1): 
                batch = it.next() 
                fimg = batch[0].astype('uint8')           
                path = "/content/gdrive/MyDrive/After Augmentation/Rotation_pseudo/R180
" + prefix + str(i) + "." + ext 
                mpimg.imsave(path, fimg) 

In [ ]: 
import shutil 
 
for txt in words: 
    prefix = txt.split("/")[6].split(".")[0] 
    src = "/content/gdrive/MyDrive/Before Augmentation/TestingDataset(pseudo)/" + pre
fix + ".txt" 
    for i in range(1): 
        dst_90 = "/content/gdrive/MyDrive/After Augmentation/Rotation_pseudo/R90" + 
prefix + str(i) + ".txt" 
        shutil.copyfile(src, dst_90) 
        dst_180 = "/content/gdrive/MyDrive/After Augmentation/Rotation_pseudo/R180" 
+ prefix + str(i) + ".txt" 
        shutil.copyfile(src, dst_180) 

# Mosaic 

In [ ]: 
import random 
import cv2 
import os 
import glob 
import numpy as np 
from PIL import Image 
 
OUTPUT_SIZE = (512, 512)  # Height, Width 
SCALE_RANGE = (0.3, 0.7) 
FILTER_TINY_SCALE = 1 / 50  # if height or width lower than this scale, drop it. 
 
DIR = "/content/gdrive/MyDrive/Before Augmentation/TestingDataset(pseudo)" 
category_name = ['Pants','Mid-lenght dress', 'Hoodie', 'Jacket', 'Mid-length skirt'] 
 
def get_dataset(): 
  img_paths = [] 
  annos = [] 
 
  for img_path in words: 
    txt = img_path.split(".")[0] + ".txt" 
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    with open(txt, 'r') as f: 
      num_obj = int(string_len_in_file(f.name)) 
      img = cv2.imread(img_path) 
      img_height, img_width, _ = img.shape 
 
      boxes = [] 
      for _ in range(num_obj): 
        obj = f.readline().rstrip().split(' ') 
        obj = [float(elm) for elm in obj] 
        obj[0] = int(obj[0]) 
                   
        xmin = max(obj[1], 0) 
        ymin = max(obj[2], 0) 
        xmax = min(obj[3], img_width)  
        ymax = min(obj[4], img_height) 
 
        boxes.append([obj[0], xmin, ymin, xmax, ymax]) 
 
      if not boxes: 
          continue 
 
    img_paths.append(img_path) 
    annos.append(boxes) 
  return img_paths, annos 
 
 
def mosaic(all_img_list, all_annos, idxs, output_size, scale_range, filter_scale=0.): 
    output_img = np.zeros([output_size[0], output_size[1], 3], dtype=np.uint8) 
    scale_x = scale_range[0] + random.random() * (scale_range[1] - scale_range[0]) 
    scale_y = scale_range[0] + random.random() * (scale_range[1] - scale_range[0]) 
    divid_point_x = int(scale_x * output_size[1]) 
    divid_point_y = int(scale_y * output_size[0]) 
 
    new_anno = [] 
    for i, idx in enumerate(idxs): 
        path = all_img_list[idx] 
        img_annos = all_annos[idx] 
 
        img = cv2.imread(path) 
        if i == 0:  # top-left 
            img = cv2.resize(img, (divid_point_x, divid_point_y)) 
            output_img[:divid_point_y, :divid_point_x, :] = img 
            for bbox in img_annos: 
                 
                # As YOLO annotations have different centers from the image, this is how the 
bbox coordinates are calculated 
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                xmin = bbox[1] - bbox[3]*0.5 
                ymin = bbox[2] - bbox[4]*0.5 
                xmax = bbox[1] + bbox[3]*0.5 
                ymax = bbox[2] + bbox[4]*0.5 
 
                xmin *= scale_x 
                ymin *= scale_y 
                xmax *= scale_x 
                ymax *= scale_y 
                new_anno.append([bbox[0], xmin, ymin, xmax, ymax]) 
 
        elif i == 1:  # top-right 
            img = cv2.resize(img, (output_size[1] - divid_point_x, divid_point_y)) 
            output_img[:divid_point_y, divid_point_x:output_size[1], :] = img 
            for bbox in img_annos: 
                xmin = bbox[1] - bbox[3]*0.5 
                ymin = bbox[2] - bbox[4]*0.5 
                xmax = bbox[1] + bbox[3]*0.5 
                ymax = bbox[2] + bbox[4]*0.5 
 
                xmin = scale_x + xmin * (1 - scale_x) 
                ymin = ymin * scale_y 
                xmax = scale_x + xmax * (1 - scale_x) 
                ymax = ymax * scale_y 
                new_anno.append([bbox[0], xmin, ymin, xmax, ymax]) 
        elif i == 2:  # bottom-left 
            img = cv2.resize(img, (divid_point_x, output_size[0] - divid_point_y)) 
            output_img[divid_point_y:output_size[0], :divid_point_x, :] = img 
            for bbox in img_annos: 
                xmin = bbox[1] - bbox[3]*0.5 
                ymin = bbox[2] - bbox[4]*0.5 
                xmax = bbox[1] + bbox[3]*0.5 
                ymax = bbox[2] + bbox[4]*0.5 
 
                xmin = xmin * scale_x 
                ymin = scale_y + ymin * (1 - scale_y) 
                xmax = xmax * scale_x 
                ymax = scale_y + ymax * (1 - scale_y) 
                new_anno.append([bbox[0], xmin, ymin, xmax, ymax]) 
        else:  # bottom-right 
            img = cv2.resize(img, (output_size[1] - divid_point_x, output_size[0] - divid_po
int_y)) 
            output_img[divid_point_y:output_size[0], divid_point_x:output_size[1], :] = im
g 
            for bbox in img_annos: 
                xmin = bbox[1] - bbox[3]*0.5 
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                ymin = bbox[2] - bbox[4]*0.5 
                xmax = bbox[1] + bbox[3]*0.5 
                ymax = bbox[2] + bbox[4]*0.5 
 
                xmin = scale_x + xmin * (1 - scale_x) 
                ymin = scale_y + ymin * (1 - scale_y) 
                xmax = scale_x + xmax * (1 - scale_x) 
                ymax = scale_y + ymax * (1 - scale_y) 
                new_anno.append([bbox[0], xmin, ymin, xmax, ymax]) 
 
    if 0 < filter_scale: 
        new_anno = [anno for anno in new_anno if 
                    filter_scale < (anno[3] - anno[1]) and filter_scale < (anno[4] - anno[2])] 
 
    return output_img, new_anno 
 
 
for i in range(723): 
  img_paths, annos = get_dataset() 
  idxs = random.sample(range(len(annos)), 4) 
  new_image, new_annos = mosaic(img_paths, annos, 
                                idxs, 
                                OUTPUT_SIZE, SCALE_RANGE, 
                                filter_scale=FILTER_TINY_SCALE) 
 
  cv2.imwrite('/content/gdrive/MyDrive/After Augmentation/Mosaic_pseudo/mosaic_be
fore' + str(i) + '.jpg', new_image) #The mosaic image 
  # for anno in new_annos: 
  #    start_point = (int(anno[1] * OUTPUT_SIZE[1]), int(anno[2] * OUTPUT_SIZE[0])
) 
  #    end_point = (int(anno[3] * OUTPUT_SIZE[1]), int(anno[4] * OUTPUT_SIZE[0])) 
  #    cv2.rectangle(new_image, start_point, end_point, (0, 255, 0), 1, cv2.LINE_AA) 
  #    cv2.imwrite('output_box.jpg', new_image) # The mosaic image with the bounding 
boxes 
       
  yolo_anno = [] 
       
  for anno in new_annos: 
    tmp = [] 
    tmp.append(anno[0]) 
    tmp.append((anno[3]+anno[1])/2) 
    tmp.append((anno[4]+anno[2])/2) 
    tmp.append(anno[3]-anno[1]) 
    tmp.append(anno[4]-anno[2]) 
    yolo_anno.append(tmp) 
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  with open('/content/gdrive/MyDrive/After Augmentation/Mosaic_pseudo/mosaic_befo
re'+ str(i) +  '.txt', 'w') as file: # The output annotation file will appear in the output.txt fi
le 
    for line in yolo_anno: 
      file.write((' ').join([str(x) for x in line]) + '\n') 

In [ ]: 
# writing image path in files 
import glob 
import os 
from sklearn.model_selection import train_test_split 
 
total_img = [] 
 
total_img.extend(glob.glob('/content/gdrive/MyDrive/Before Augmentation/TrainingDa
taset' + '/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Brighting' + '
/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Mosaic' + '/*
.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/CLAHE' + '/
*.jpg')) 
 
total_img.extend(glob.glob('/content/gdrive/MyDrive/Before Augmentation/TestingDat
aset(pseudo)' + '/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/Before Augmentation/TestingDat
aset(pseudo)' + '/*.jpeg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Brighting_ps
eudo' + '/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Brighting_ps
eudo' + '/*.jpeg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Mosaic_pseu
do' + '/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/Mosaic_pseu
do' + '/*.jpeg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/CLAHE_pse
udo' + '/*.jpg')) 
total_img.extend(glob.glob('/content/gdrive/MyDrive/After Augmentation/CLAHE_pse
udo' + '/*.jpeg')) 
 
 
print(len(total_img)) 
 
train, test =  train_test_split(total_img, shuffle=False) 
 
print(len(train)) 
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print(len(test)) 
 
 
os.chdir("..") 
with open("/content/gdrive/MyDrive/After Augmentation/train.txt", "w") as outfile: 
    for x in train: 
        outfile.write(x) 
        outfile.write("\n") 
    outfile.close() 
os.chdir("..") 
 
os.chdir("..") 
with open("/content/gdrive/MyDrive/After Augmentation/test.txt", "w") as outfile: 
    for x in test: 
        outfile.write(x) 
        outfile.write("\n") 
    outfile.close() 
os.chdir("..") 
 
In [ ]: 

os.chdir("..") 
with open("/content/gdrive/MyDrive/After Augmentation/rotation_total.txt", "w") as ou
tfile: 
  # data = ['0','1','2','3','4'] 
  # count = [0,0,0,0,0] 
  # temp = [] 
  for i in words: 
    with open(i, "r") as f: 
      content = f.readlines() 
      for x in content: 
        outfile.write(x) 
  outfile.close() 
os.chdir("..")   
 

CLAHE 

In [ ]: 
import cv2 
import numpy as np 
from google.colab.patches import cv2_imshow 
import matplotlib.image as mpimg 
 
for img in words: 
        prefix = img.split("/")[6].split(".")[0] 
        ext = img.split("/")[6].split(".")[1] 
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        image = cv2.imread(img) 
        image = cv2.resize(image, (500, 600)) 
        image_bw = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY) 
        clahe = cv2.createCLAHE(clipLimit = 5) 
        final_img = clahe.apply(image_bw) + 30 
        path = "/content/gdrive/MyDrive/After Augmentation/CLAHE_pseudo/C" + prefix 
+ "." + ext 
        mpimg.imsave(path, final_img) 

In [ ]: 
import shutil 
 
for txt in words: 
    prefix = txt.split("/")[6].split(".")[0] 
    src = "/content/gdrive/MyDrive/Before Augmentation/TestingDataset(pseudo)/" + pre
fix + ".txt" 
    for i in range(1): 
        dst = "/content/gdrive/MyDrive/After Augmentation/CLAHE_pseudo/C" + prefix 
+ ".txt" 
        shutil.copyfile(src, dst) 

YOLO installation 

In [4]: 
%cd /content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet 
!sed -i 's/OPENCV=0/OPENCV=1/' Makefile 
!sed -i 's/GPU=0/GPU=1/' Makefile 
!sed -i 's/CUDNN=0/CUDNN=1/' Makefile 
!sed -i 's/CUDNN_HALF=0/CUDNN_HALF=1/' Makefile 

 
In [5]: 
!/usr/local/cuda/bin/nvcc --version 

 
In [6]: 
!make 
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Training 

In [ ]: 
# YOLOv3 
 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/yolo
v3.cfg' 
output = '/content/gdrive/MyDrive/AfterAugmentation/training_data/yolov3/training_re
sult.txt' 
 
!./darknet detector train $data $cfg yolov4.conv.137 -dont_show -ext_output > $output 

 

In [ ]: 
# YOLOv4 
 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/yolo
v4.cfg' 
output = '/content/gdrive/MyDrive/AfterAugmentation/training_data/yolov4/training_re
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sult.txt' 
weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backup_imp
roved/yolov4_last.weights' 
 
!./darknet detector train $data $cfg $weight -dont_show -ext_output > $output 

 

In [ ]: 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/fe1-
yolov4.cfg' 
output = '/content/gdrive/MyDrive/AfterAugmentation/training_data/feyolov4/training_
result.txt' 
 
!./darknet detector train $data $cfg yolov4.conv.137 -dont_show -ext_output > $output 

 

 

Testing 
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In [8]: 
file_names = get_file_names('/content/gdrive/MyDrive/AfterAugmentation/training_dat
a/EvaluationDataset') 
print(file_names) 
print(len(file_names)) 

In [10]: 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
 
fe1cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/f
e1-yolov4.cfg' 
yolov4cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov4.cfg' 
yolov3cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov3.cfg' 
yolov4resnext = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/dark
net/cfg/yolov4-resnext50-custom.cfg' 
 
fe1weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backup_i
mproved/fe1-yolov4_last.weights' 
yolov4weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov4_last.weights' 
yolov3weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov3_last.weights' 
yolov4resnext50 = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/Ex
celDataset/initback/yolov4-resnext50-custom_last.weights' 
 
 
image = '/content/gdrive/MyDrive/AfterAugmentation/training_data/EvaluationDataset/' 
+ file_names[35] 
!./darknet detector test $data $yolov4cfg $yolov4weight $image -i 0 -thresh 0.5 
imShow('predictions.jpg') 
# download('predictions.jpg') 
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Model Evaluation 

In [ ]: 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
 
fe1cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/f
e1-yolov4.cfg' 
yolov4cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov4.cfg' 
yolov3cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov3.cfg' 
 
fe1weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backup_i
mproved/fe1-yolov4_last.weights' 
yolov4weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov4_last.weights' 
yolov3weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov3_last.weights' 
 
!./darknet detector recall $data $yolov3cfg $yolov3weight -i 0 -thresh 0.5 -map 
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In [ ]: 
data = '/content/gdrive/MyDrive/AfterAugmentation/training_data/obj.data' 
 
fe1cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/cfg/f
e1-yolov4.cfg' 
yolov4cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov4.cfg' 
yolov3cfg = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/darknet/c
fg/yolov3.cfg' 
 
fe1weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backup_i
mproved/fe1-yolov4_last.weights' 
yolov4weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov4_last.weights' 
yolov3weight = '/content/gdrive/MyDrive/MasterThesis/ImageProcessing/Shopee/backu
p_improved/yolov3_last.weights' 
 
!./darknet detector map $data $yolov4cfg $yolov4weight -i 0 -thresh 1 
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